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ABSTRACT 

Current advancements in communication technologies and database technologies have made it 

easy for organizations to collect, store and manipulate massive amounts of data. Identifying 

students‘ behavior in university is a great concern to the higher education managements. An 

appropriate decision can be made by effectively analyzing and managing the growing volume of 

data. The general objective of this study is to construct a predictive model that determines the 

higher education students‘ performance by applying data mining techniques.  

The study followed the six step Hybrid methodology of Knowledge Discovery Process model 

such as understanding of the problem domain, understanding of the data, preparation of the data, 

data mining, evaluation of the discovered knowledge and use of the discovered knowledge used 

to achieve the goal. The study tries to understand factors affecting higher education student 

performance based on the data collected from St. Mary‘s University from the years 2006 up to 

2009. After data preparation using data cleaning, classification algorithms such as J48 Decision 

tree, PART Rule induction, Naïve Bayes, Logistic regression, Support Vector Machines and 

Multilayer Perception Neural Network were used for all experiments due to their popularity in 

recent related works. The study used a dataset containing 11550 instances, 21 attributes and one 

outcome variable to run the experiments. WEKA 3.9.2 open source software was used as a data 

mining tool to implement the experiments. The study also used a 10-fold cross validation and 

66% split test modes for splitting the data into training and test dataset. 

The result of the study showed that J48 Decision tree algorithm has registered best classification 

accuracy of 97.84%. The results obtained in this study are interesting and encouraging to design 

a model that predicts higher institution students‘ performance. Previous study field, number of 

common course per semester, total course per semester, year, financial source, number of 

supportive course per semester, were identified as the major factors affecting the student 

performance. 

In this study, an attempt was made to show the use of knowledge extracted by data mining. In the 

future, we recommend an automatic integration of data mining with a knowledge system so as to 

design an intelligent system. 

KEYWORD: Data Mining, Educational Data Mining, Classification algorithm
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CHAPTER ONE 

INTRODUCTION 

1.1. Background  

Every individual in the world needs knowledge to overcome obstacles in their day to day life. 

There are different mechanisms to get knowledge in specific subject. One of the main 

mechanisms is formal education. This in turn has created a major impact in the world. The 

educational activity develops widely and becoming one of the most essential in industries. 

Education is vital for one country social, economic and political development. The development 

of a country is insured by students who complete their studies and successfully graduate from 

higher learning institutions [1].  

In all higher education environment students are expected to perform well and achieve good 

results. Accordingly, higher educational institute are trying to enable students to make the most 

of their higher education by providing an education of the highest quality and develop learning 

experience. To this effect, the problems which affect students' performance of higher learning 

should be studied and need an appropriate solution for corrective action [2].  

Nowadays the amount of data stored in educational database is increasing rapidly. These 

databases contain hidden knowledge for improvement of students' performance. Getting the 

hidden and unused prized information in data is impossible for individuals or groups with limited 

resources to find a solution for student‘s performance from large educational data.  

Student accessing test in educational area are common activities to evaluate the student 

performance. Evaluating students‘ performance is a difficult when more factors involve in 

determine the student performance. Data mining is one of the approaches, which can provide an 

effective assistance in revealing complex relationships with performance.  

Data mining can be used in educational field to enhance our understanding of learning process 

and to focus on identifying, extracting and evaluating variables related to the learning process of 
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students [3]. Data mining contains tools and algorithms for the extraction of hidden knowledge 

from large amounts of data. There are other terms similar or a little different meaning to data 

mining, such as knowledge mining from databases, knowledge extraction and data pattern 

analysis and other popularly used term "Knowledge Discovery in Databases" (KDD) [4]. 

Educational Data Mining (EDM) is concerned with developing methods for discovering 

knowledge from data that come from educational area by applying different Data Mining (DM) 

tools and techniques. It provides basic knowledge of teaching and learning process for effective 

education planning [5].  

The data available in the educational field can be studied using educational data mining so that 

the hidden knowledge can be extracted from it. This study focused on higher education student‘s 

performance prediction with the help of available data in the institution by using data mining 

technique. Classification methods like decision trees, rule induction, naïve bayes, logistic 

regression, support vector machine and neural network, were applied on the educational data for 

predicting the student's performance [6]. 

The aim of the study is to design a predictive model that can predict students‘ performance. The 

result is useful for higher education institutions to improve the quality of education by providing 

information for teachers to take making academic decisions to produce students with high caliber 

and motive.  

1.2. Statement of the Problem  

In present days the volume of data kept in educational environment has been dramatically 

increasing. Most of the historical data could be collected from the existing database of 

educational institutions. However, the task to manage a large amount of data and determine the 

relationships among variables in the data is not an easy task to be done [7].  

Student‘s performance in any higher educational institute is determined by the combination of 

internal assessment and external mark. An internal assessment is carried out by the teachers upon 

the student‘s performance in various evaluation methods such as tests, assignments, and 

attendance. An external mark is the one that is scored by the student in final examination in the 
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semester. Each student has to get the minimum pass mark in internal assessment and external 

examination [2].  

In the growing world, the quality of higher education is given great attention by the government 

so as to produce competent graduates with the necessary skill and knowledge. Predicting 

students‘ academic performance at the beginning of the year helps to support students before 

they reached risk of failure, effective resource utilization and cost minimization, helping and 

guiding administrative officers to be successful in management and decision making. 

The most vital issue in higher education is predicting students‘ performance. However, currently 

there are no functional student performance predictors that accurately determine whether a 

student will be successful, a dropout, or an average performer. In this regard, not much has been 

done in Ethiopia [8].  

In our country, there are limited number of research works that attempted to apply data mining 

techniques in predicting student success and failure at the University level. A research done by 

Muluken [9] focused on the application of data mining technology in the Ethiopian higher 

education context, particularly at Debre Markos University. Constructing a prediction model to 

identify success and risk of failure of students; developing a predictive model that could help 

higher education institutions to identify university students at risk of failure so that they can be 

treated before the condition escalate into students‘ academic dismissal and wastage of resources.  

Muluken [9] used main attributes for determining the failure or success of students in Debre 

Markos University; such as number of students in a class, number of courses given in a semester, 

Higher Education Entrance Certificate Examination result of a student, and sex. These attributes 

might be best for analyzing the general education system. However, the research didn‘t others 

factors for analyzing student performance in Ethiopian education system. 

Though varies studies have been conducted using data mining technology, all the available 

knowledge in the area are not enough to solve the entire prediction problem so as to determine 

student performance. The studies lack country specific behaviors, and entirety of factors 

contributing to performance swings. In this study, some unique attributes are used other 
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researcher didn‘t consider it. These includes: academic schedule, financial sources and 

background of study. 

Therefore, with the need of higher educational institute development and certainty of the data 

management, it is necessary to build a predictive model as part of decision support system. So, 

the purpose of this study is to apply Data Mining techniques for constructing a model for 

predicting the performance of higher education students. 

Hence this research attempts to explore and answer the following main guiding questions. 

 What are the major attributes that contributes to students‘ performance? 

 Which Data Mining classification algorithms are more appropriate to predict students‘ 

performance? 

 To what extent the predictive model performs well in determining students‘ performance? 

1.3. Objective of the Study 

1.3.1. General Objective 

The general objective of this study is to design a predictive model using data mining techniques 

so as to determine students‘ performance at higher education.  

1.3.2. Specific Objectives  

The following specific objectives are identified in order to achieve the general objective of the 

research: 

 To collect student data and prepare dataset by applying preprocessing tasks like data 

cleaning, transformation and attribute selection. 

 To select appropriate data mining algorithms for experimentation. 

 To build a predictive model using data mining tool on cleaned student‘s data, so as to 

understand the behavior of students‘ performance. 

 To develop a prototype that demonstrates the use of hidden knowledge acquired using data 

mining technology. 

 To test the performance of the prototype using system effectiveness and user acceptance 

testing. 
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1.4 Scope and Limitation of the Study 

The study attempts to design a predictive model for determining the performance of 

undergraduate students at higher education. Many factors contribute to a student's academic 

performance. According to Muluken [9] major factors related to student performance are 

demography of the student, course taken per semester and previous learning background.  

The scope of this study was also limited to the data collected from St. Mary‘s University, a 

private higher educational institute in Ethiopia and data collected also restricted from this higher 

educational institute database. The data collected cover the period from 2006 to 2009 E.C 

(Ethiopian calendar) concerning undergraduate students.  

This study restricted to classification based data mining classification techniques such as 

Decision tree, Rule Induction, Bayesian, Logistic regression, Support Vector Machines and 

Neural Network to design a predictive model for determining higher education student‘s 

performance. 

The unavailability of related literature was one of the limitations encountered to undertake the 

study. Another limitation of the study was we could not get all needed factors to determine 

higher education students‘ performance because of unavailability of clear data found in the 

database, other demographic data such as family size, family background and health-related data 

are not included under this study. 

1.5 Significance of the study  

The main contribution of this study is in identifying factors affecting student performance from 

large volumes of educational data and extracting hidden knowledge to predict the students‘ 

performance. The findings of this study has a great contribution to policy makers, curriculum 

designers, program managers, instructors, university admission officers, counselors, quality 

control, parents and other concerned bodies in many respects. Moreover, this study is expected to 

give some ideas for researchers who may wish to conduct studies on related areas of interests in 

a very detailed manner.  
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 Policy Makers/ Curriculum designers/Program managers to bring change in education 

and monitoring of school size, class size, school choice, school privatization, tracking, 

teacher education and certification, teacher pay, teaching methods, curricular content, 

graduation requirements, school infrastructure investment, and the values that schools are 

expected to uphold and model. 

 Instructors may improve the academic performance of their students through designing 

different teaching style that could positively affect the variables of this study.  

 Higher Education Relevance and Quality Agency to monitor the system to ensure that it is 

producing quality 

 University admission officers can use these variables in their prediction model.  

 Counselors who work with students for better academic and personal planning.  

 Students can evaluate their assets and liability with respect to the psychological variables 

of this study that have an effect on their academic performance.  

 Parents/ Guardians it may give some insights to know about the condition of their 

children.  

The result of this study will also help other concerned bodies in the teaching-learning processes 

and it can be used by researchers as a base for exploring students‘ state in other universities.  
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1.6 Organization of the Study 

This study is organized in five chapters. The first chapter introduces the general introductory 

concept and also covered the statement of the problem Research Question, objective of the 

studies, scope of the study and significance of the study. 

The Second chapter Discusses the review of literature in the area of education data mining it 

discusses related to data mining, educational data mining, method educational data mining 

extracting hidden knowledge from educational data mining and also some related works is 

present in this chapter.  

Third chapter presents understanding of the problem domain, data understanding and data 

preparation, the data collection and analysis tools and techniques, data transformation, and data 

integration, data reduction, and feature selection processes. 

The fourth chapter presents experimental set up on the selected data mining algorithms as well as 

model development and testing results of classification algorithms for prediction by using 

WEKA data mining software tool. Finally extracting rule and discussion of the results are 

presented. 

Finally, the fifth chapter presents conclusion of the study and recommendation for further work 

in the area. 
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CHAPTER TWO 

LITERATURE REVIEW 

In this chapter review of literature is presented on the concepts and techniques of data mining 

processes, techniques, methodologies and its application particularly in educational environment.  

2.1. Data Mining and Knowledge Discovery 

Data mining refers to techniques for extracting hidden, interesting patterns and knowledge from 

large amounts of data. Many other terms that carry a similar or slightly different meaning to data 

mining are knowledge mining from data, knowledge extraction, data/pattern analysis, data 

archaeology, and data dredging [10].  

Nowadays it has been estimated that the amount of data stored in the world‘s databases doubles 

every 20 months [11]. Intelligently analyzed data is a valuable resource. Data mining is about 

solving problems by analyzing data already present in databases [11]. 

The emergency of data mining and knowledge discovery in databases (KDD) as a new 

technology is due to the fast development and wide application of information and database 

technologies. With the increasing use of databases, the need to be able to digest large volumes of 

data being generated is now critical [12]. 

Data mining and KDD is aimed at developing methodologies and tools to automate the data 

analysis process and create useful information and knowledge from data to help in the decision 

making process [12]. 

Data mining has attracted a great deal of attention in the information industry and in society as a 

whole in recent years, due to the wide availability of huge amounts of data and the imminent 

need for turning such data into useful information and knowledge [10]. 

Data mining is an iterative process within which progress is defined by discovery, through either 

automatic or manual methods [13]. Data mining is most useful in an exploratory analysis 

scenario in which there are no predetermined notions about what will constitute an ―interesting‖ 
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outcome. Data mining is the search for new, valuable, and nontrivial information in large 

volumes of data. It is a cooperative effort of humans and computers. Best results are achieved by 

balancing the knowledge of human experts in describing problems and goals with the search 

capabilities of computers [14]. Data mining is an integral part of knowledge discovery in 

databases (KDD), which is the overall process of converting raw data into useful information 

[13].  

2.1.1. Educational Data Mining  

Different definitions have been provided for the term Educational Data Mining (EDM).  

Educational data mining (EDM) is increasingly recognized as an emerging discipline [15]. EDM 

focuses on the development of methods for exploring the unique types of data that come from an 

educational context. The application of data mining techniques to educational systems improves 

learning which can be viewed as a formative evaluation technique. 

EDM is the application of data mining (DM) techniques to specific type of dataset that come 

from educational environments to address important educational questions and issues [15] [16].  

EDM is both a learning science, as well as a rich application area for data mining, due to the 

growing availability of educational data. It enables data-driven decision making for improving 

the current educational practice and learning material. 

 

Figure 2.1: Areas in relation with EDM [15] 
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EDM can be drawn as the combination of three main areas; computer science, education, and 

statistics [15] . EDM uses methods and applies techniques from statistics, machine learning, data 

mining, information retrieval, recommender systems, psycho-pedagogy, cognitive psychology 

and psychometrics (see figure 2.1) [17] 

EDM can be applied to assess students‘ learning performance, to improve the learning process 

and guide students‘ learning, to provide feedback and adapt learning recommendations based on 

students‘ learning behaviors, to evaluate learning materials and courseware, to detect abnormal 

learning behaviors and problems, and to achieve a deeper understanding of educational 

phenomena [18]. 

Different types of data used in EDM research since the data is collected form historical and 

operational data of the student‘s academic and personal data that exist in the database of 

educational institute. Scholars used many techniques in EDM, such as decision trees, neural 

networks, k-nearest neighbor, naïve bayes, support vector machines [18]. Using these methods 

different kinds of knowledge have been discovered using classifications, clustering and 

association rules. 

2.2. Data Mining Tasks 

Data mining functionalities are used to specify the kind of patterns to be found in data mining 

tasks. In general, data mining tasks can be classified into two categories; descriptive and 

predictive [10]. Figure 2.2 Presents DM tasks and functionalities to construct Predictive and 

Descriptive Data mining models. 
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Figure 2.2: Predictive and Descriptive Data mining models [10] 

Predictive models are built or trained, using data for which the value of the response variable is 

already known. This kind of training is sometimes referred to as supervised learning [19], 

because it always requires data patterns with known class assignments to train a model which is 

then used for predicting the class assignment of new data patterns [12]. There are three types of 

prediction: classification, regression, and prediction [12]. However, Classification is the major 

task for predictive modeling in educational data mining.  

Descriptive techniques are also referred to as unsupervised learning because there is no already-

known result to guide the algorithms [19]. 

Descriptive modeling covers tasks such as Clustering, Association Rules, Summarizations, and 

Sequence discovery. A descriptive modeling use data mining technique to give a knowledge that 

identifies patterns found in data and will give image into the past and tells what has happened? 

Descriptive is used when a need arises to analyze and explain different aspects of the 

organization, to know, how they stand in the market nowadays and describe the facts and figures 

about the company. But the Predictive will recognize the future and tells what might happen in 

future. Reports generated by descriptive are accurate but the reports generated by Predictive are 

not 100% accurate; it may or may not happen in future [10].  

Data Mining 

Predictive 

Classification Regression Time Series 
Analysis 

Descriptive 

Clustering Summarization 
Association 

Rules 
Feature 
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So, since this study aims on predictive data mining one of its types a classification task suitable 

for this study is discussed below. 

2.3. Predictive modeling using classification algorithm   

The objective of this task is to predict the value of a particular attribute based on the values of 

other attributes. The attribute to be predicted is commonly known as the target or dependent 

variable, while the attributes used for making the prediction are known as the explanatory or 

independent variables [13].  

Classification is the process of finding a model or function that describes and distinguishes data 

classes or concepts, for the purpose of being able to use the model to predict the class of objects 

whose class label is unknown. The derived model is based on the analysis of a set of training 

data (i.e., data objects whose class label is known). Derived model may be represented in various 

forms, such as classification (IF-THEN) rules, decision trees, mathematical formulae, or neural 

networks [12].  

Databases are rich with hidden information that can be used for intelligent decision making. 

Classification and prediction are two forms of data analysis that can be used to extract models 

describing important data classes or to predict future data trends. Such analysis can help provide 

us with a better understanding of the data at large [10]. 

Some common classification methods include Decision Trees, Naïve Bayes, Neural networks, 

Rule-Based Classifiers (Rule Induction), K-Nearest Neighbor and support vector machines. 

So, the techniques are appropriate for classification tasks seems to be strongly in need of the 

application, the data mining techniques that are applied in practical applications as a solution to 

classification problems, among other methods, are decision trees and rule inductions [10]. This 

section, discusses the concepts and principles of these techniques namely Decision Trees, Rule 

Inductions, Bayesian classification, Logistic regression, Support Vector Machines and Neural 

Network. 
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2.3.1. Decision Trees 

Decision trees are a classification methodology, where the classification process is modeled with 

the use of a set of hierarchical decisions on the feature variables, arranged in a tree-like structure 

[20]. The decision tree consists of nodes that form a rooted tree, meaning it is a directed tree with 

a node called ―root‖ that has no incoming edges (see figure 2.3). All other nodes have exactly 

one incoming edge. A node with outgoing edges is called an internal or test node. All other 

nodes are called leaves also known as terminal or decision nodes [21].  

In a decision tree, each internal node splits the instance space into two or more subspaces 

according to a certain discrete function of the input attributes values. In the simplest and most 

frequent case, each test considers a single attribute, such that the instance space is partitioned 

according to the attribute‘s value. In the case of numeric attributes, the condition refers to a 

range. Each leaf is assigned to one class representing the most appropriate target value [21]. 

Alternatively, the leaf may hold a probability vector indicating the probability of the target 

attribute having a certain value. Instances are classified by navigating them from the root of the 

tree down to a leaf, according to the outcome of the tests along the path [21]. 

Only nodes that contain a mixture of different classes need to be split further. Eventually, the 

decision tree algorithm stops the growth of the tree based on a stopping criterion. The simplest 

stopping criterion is one where all training examples in the leaf node belong to the same class 

[20]. 
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Figure 2.3: Decision tree diagram [22] 

Internal nodes are represented as circles, whereas leaves are denoted as triangles. Two or more 

branches may grow out from each internal node. Each node corresponds with a certain 

characteristic and the branches correspond with a range of values. These ranges of values must 

be mutually exclusive and complete. These two properties of disjoint-ness and completeness are 

important since they ensure that each data instance is mapped to one instance (see Figure 2.3) as 

described in [23]. 

Instances are classified by navigating them from the root of the tree down to a leaf according to 

the outcome of the tests along the path. Start with a root of a tree; consider the characteristic that 

corresponds to the root and define to which branch the observed value of the given characteristic 

corresponds. Then, consider the node in which the given branch appears. Repeat the same 
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operations for this node until reach a leaf. Note that this decision tree incorporates both nominal 

and numeric attributes. Given this classifier the analyst can predict the response of a potential 

customer (by sorting it down the tree) and understand the behavioral characteristics of the entire 

population of potential customers regarding direct mailing. Each node is labeled with the 

attribute it tests, and its branches are labeled with its corresponding values [23]. 

Tree Pruning Tree pruning is performed in order to remove anomalies in the training data due to 

noise or outliers. The pruned trees are smaller and less complex [24]. There are two approaches 

to prune a tree [24].  

 Pre-pruning - The tree is pruned by halting its construction early.  

 Post-pruning - This approach removes a sub-tree from a fully-grown tree. 

Decision tree algorithms, such as ID3, C4.5, and CART, were originally intended for 

classification.  

WEKA implements several decision tree induction algorithms. The most frequently used 

algorithm is the J48 which is a variation of the well-known C4.5 algorithm [23]. 

2.3.1.1. J48 Decision Tree Algorithm 

J48 decision tree handles both categorical and continuous attributes to build a decision tree. J48 

uses Gain Ratio as an attribute selection measure to build a decision tree. It removes the biases of 

information gain when there are many outcome values of an attribute [25]. 

Entropy provides an information theoretic approach to measure the goodness of a split. It 

measures the amount of information in an attribute [26].   

           ∑               

 

   

 

Information Gain that measures expected reduction in entropy caused by knowing the value of a 

feature Fj, is used [26]. 

                                 ∑
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To compensate for the bias of the information gain for cases with many outcomes, a measure 

called the Gain Ratio is used [26] 

                  
                      

                       
 

The process of the J48 algorithm to build a decision tree is as follows [27].  

1. Choose an attribute that best differentiates the output attribute values using information gain 

or gain ratio. 

2. Create a separate tree branch for each value of the chosen attribute. 

3. Divide the instances into subgroups so as to reflect the attribute values of the chosen node. 

4. For each subgroup, terminate the attribute selection process if:  

A.  All members of a subgroup have the same value for the output attribute, terminate the 

attribute selection process for the current path and label the branch on the current path 

with the specified value. 

B. The subgroup contains a single node or no further distinguishing attributes can be 

determined. As in (a), label the branch with the output value seen by the majority of 

remaining instances. 

5. For each subgroup created in (3) that has not been labeled as terminal, repeat the above steps 

1-4. 

Decision tree induction is closely related to rule induction. Each path from the root of a decision 

tree to one of its leaves can be transformed into a rule simply by conjoining the tests along the 

path to form the antecedent part and taking the leaf‘s class prediction as the class value [21]. 
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2.3.2. Rule-Based Classifiers 

A rule is typically expressed in the following form: IF Condition THEN Conclusion [20]. The 

condition on the left-hand side of the rule, also referred to as the antecedent, may contain a 

variety of logical operators, such as <, ≤, >, =, ⊆, or ∈, which are applied to the feature variables. 

The right-hand side of the rule is referred to as the consequent, and it contains the class variable. 

Therefore, a rule Ri is of the form Qi ⇒ c where Qi is the antecedent, and c is the class variable. 

The ―⇒‖ symbol denotes the ―THEN‖ condition. The rules are generated from the training data 

during the training phase. The notation Qi represents a precondition on the feature set [20]. 

Rules are expressed in the form of 

IF (attribute 1; value 1) and (attribute 2; value 2) and …… (Attribute n; value n)  

THEN (decision; value)  

In WEKA there exist many rule induction algorithms OneR, PART, ZeroR and JRip (RIPPER) 

implements. In this research PART rule induction algorithm is experimented to build the 

predictive model. 

2.3.2.1. PART Rule induction  

The rule induction classifier used in this study is PART, which is one of the most commonly 

applied rule based classifications method. Rules are a good way of representing information or 

bits of knowledge [28]. PART generates a set of rules based on the divide and conquers strategy, 

and then it removes all instances from the training collection that are covered by this rule. Finally 

it precedes recursively until no instance remains. In other words, it combines the divide-and-

conquer strategy with separate-and-conquer strategy of rule learning. Such algorithms have been 

used as the basis of many systems that generate rules. The algorithm generates sets of rules 

called decision lists ‗which are ordered set of rules. PART obtains rules from partial decision 

trees using J48 and builds a partial C4.5 decision tree and converts the "best" leaf into a rule 

[29]. 

A rule induction system constructs a set of rules. Assuming a set of classified example rules an 

if-then rule has the form: 
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IF Sex = male AND Age > 46 AND Number of Course > 3 AND Division = Extension THEN 

Status = Success 

2.3.3.  Bayesian Classification 

Bayesian classifiers are statistical classifiers based on Bayes‘ theorem. Studies [28] comparing 

classification algorithms have found a simple Bayesian classifier known as the Naïve Bayesian 

classifier to be comparable in performance with decision tree and selected neural network 

classifiers.  

Bayesian classifiers have also exhibited high accuracy and speed when applied to large databases 

[28]. Naïve Bayesian classifiers assume that the effect of an attribute value on a given class is 

independent of the values of the other attributes, that is, given the class label of a tuple, the 

values of the attributes are assumed to be conditionally independent of one another. This 

assumption is called class conditional independence. It is made to simplify the computations 

involved .When the assumption holds true, and then the Naïve Bayesian classifier is the most 

accurate in comparison with all other classifiers [28]. In practice, however, dependencies can 

exist between variables. Bayesian belief network specifies joint conditional probability 

distributions. It allows class conditional independencies to be defined between subsets of 

variables. Bayesian classification provides a graphical model of causal relationships, on which 

learning can be performed. Trained Bayesian belief networks can be used for classification [28]. 

Bayesian classification graphical model shown in figure 2.4. 

 

 Figure 2.4: Bayesian graphical model 

 



  

23 

 

Bayes‘ Theorem is named after Thomas Bayes, an 18th British mathematician and minister who 

did early work in probability and decision theory. Let X be a data tuple. It is usually described by 

measurements made on a set of n attributes. Let H be a hypothesis. P (H|X) is defined as a 

probability that the hypothesis H holds given the data tuple X. It is the posterior probability, or a 

posteriori probability, of H conditioned on X. In contrast, P (H) is the prior probability, or a 

priori probability, of H. Similarly, P (X|H) is the posterior probability of X conditioned on H and 

P(X) is the prior probability of X. Bayes‘ Theorem provides a way of calculating the posterior 

probability, P (H|X), from P (H), P (X|H), and P(X). Bayes‘ Theorem is  

       
            

    
 

For classification problems, let X be an observed data tuple, and suppose that H is the hypothesis 

that X belongs to a specified class C. We want to determine the probability P (H|X) that tuple X 

belongs to class C, based on the attribute description of X [28].  

2.3.3.1. Naïve Bayesian  

Naive Bayesian classifier uses the Bayes‟ rule to compute the probability of each possible value 

of the target attribute given the instance, assuming the input attributes are conditionally 

independent given the target attribute i.e. class conditional independence. Due to the fact that this 

method is based on the simplistic, and rather unrealistic assumption that the causes are 

conditionally independent given the effect, this method is well known as Naive Bayes [28] [30]. 

The naïve Bayesian classifier works as follows [28]: 

1. Let D be a training set of tuples and their associated class labels. As usual, each tuple is 

represented by an n-dimensional attribute vector, X = (x1, x2, ……, xn), depicting n 

measurements made on the tuple from n attributes, respectively, A1, A2, …. , An. 

2. Suppose that there are m classes, C1, C2, …. , Cm. Given a tuple, X, the classifier will 

predict that X belongs to the class having the highest posterior probability, conditioned on 

X. That is, the naïve Bayesian classifier predicts that tuple X  belongs to the class Ci if 

and only if 

P (Ci/X) > P(Cj/X) for 1≤ j ≤ m; j = i. 
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Thus we maximize P (Cij X). The class Ci for which P (Cij X) is maximized is called the 

maximum posteriori hypothesis.  

        
               

    
 

3. As P(X) is constant for all classes, only P (X/Ci) P (Ci) need be maximized. If the class 

prior probabilities are not known, then it is commonly assumed that the classes are 

equally likely, that is, P (C1) = P(C2) = … = P(Cm), and we would therefore maximize 

P(X/Ci). Otherwise, we maximize P(X/Ci)P(Ci). Note that the class prior probabilities 

may be estimated by P (Ci) = │C i,D │ /│D│, where │C i,D │ is the number of training 

tuples of class Ci in D. 

4. Given data sets with many attributes, it would be extremely computationally expensive to 

compute P(X/Ci). In order to reduce computation in evaluating P(X/Ci), the naive 

assumption of class conditional independence is made. This presumes that the values of 

the attributes are conditionally independent of one another, given the class label of the 

tuple (i.e., that there are no dependence relationships among the attributes). Thus, 

       (   
 

   
)         

=P(X1│Ci)*P(X2│Ci)*….* (Xn│Ci) 

We can easily estimate the probabilities P(x1/Ci), P(x2/Ci), : : : , P(xn/Ci) from the training 

tuples. Recall that here xk refers to the value of attribute Ak for tuple X. For each 

attribute, we look at whether the attribute is categorical or continuous-valued. 

 

5. In order to predict the class label of X, P(X│Ci)P(Ci) is evaluated for each class Ci. The 

classifier predicts that the class label of tuple X is the class Ci if and only if  

P(X│Ci)P(Ci) > P(X/Cj)P(Cj) for 1 ≤ j ≤m, j ≠ i.  

In other words, the predicted class label is the class Ci for which P(X/Ci)P(Ci) is the 

maximum. 

 

 



  

25 

 

2.3.4. Regression  

Regression is predictive modeling and analysis is used to make predictions based on existing 

data by applying formulas. It is a statistical method of data mining. Regression actually used to 

model between the one or more dependent variables and independent variables. It can be used for 

building model or classifiers which can analyses the historical data to predict the future trends 

using linear or logistic regression techniques from statistics, a function is learned from the 

existing data. The new data is then mapped to the function in order to make predictions it is uses 

existing values to forecast what other values will be [19].  

2.3.4.1. Logistic Regression 

Logistic regression is used to develop a regression model when the dependent variable is 

categorical. It was developed in 1958 by David Cox. There are three types of logistic regression: 

(1) binary, for a binary response variable, (2) multinomial - where the dependent variable has 

more than two non-ordered categories, and (3) ordinal - when the categories are ordered [31].  

Logistic Regression (LR) is one of the most important statistical and data mining techniques 

employed by statisticians and researchers for the analysis and classification of binary and 

proportional response data sets. The main advantages of LR are that it can naturally provide 

probabilities and extend to multi-class classification problems [32]. 

2.3.5. Support Vector Machines 

Support vector machine (SVM) were first suggested by Vapnik in the 1960s for classification 

and have recently become an area of intense research owing to developments in the techniques 

and theory coupled with extensions to regression and density estimation. Support vector machine 

(SVM) is a training algorithm for learning classification and regression rules from data, for 

example the SVM can be used to learn polynomial, radial basis function (RBF) and multi-layer 

perceptron (MLP) classifiers. SVMs arose from statistical learning theory; the aim being to solve 

only the problem of interest without solving a more difficult problem as an intermediate step 

[23]. 
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SVM is a supervised learning algorithm creating learning functions from a set of labeled training 

data. It has a sound theoretical foundation and requires relatively small number of samples for 

training; experiments showed that it is insensitive to the number of samples‘ dimensions. 

Initially, the algorithm addresses the general problem of learning to discriminate between 

members of two classes represented as n – dimensional vectors [14]. 

 

2.3.5.1. Sequential Minimal Optimization  

Sequential Minimal Optimization algorithm, due to John Platt‘s, gives an efficient way of 

solving the dual problem arising from the derivation of the SVM. This implementation globally 

replaces all missing values and transforms nominal attributes into binary ones. It also normalizes 

all attributes by default. In that case the coefficients in the output are based on the normalized 

data, not the original data, this is important for interpreting the classifier [30]. 

2.3.6. Neural Networks  

An artificial neural network (ANN) often called as a neural network (NN), is a computational 

model based on the biological neural networks, in other words, is a representation and emulation 

of human neural system. It consists of an interconnected group of artificial neurons and 

processes information using a connectionist approach to computation. 

A neural network, as the name indicates, is a network structure consisting of a number of nodes 

connected through directional links. Each node represents a processing unit, and the links 

between nodes specify the causal relationship between connected nodes. All nodes are adaptive, 

which means that the outputs of these nodes depend on modifiable parameters pertaining to these 

nodes [33]. 

A neural network starts with an input layer, where each node corresponds to a predictor variable. 

These input nodes are connected to a number of nodes in a hidden layer. Each input node is 

connected to every node in the hidden layer. The nodes in the hidden layer may be connected to 

nodes in another hidden layer, or to an output layer. The output layer consists of one or more 

response variables [19]. 
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After the input layer, each node takes in a set of inputs, multiplies them by a connection weight 

Wxy (e.g., the weight from node 1 to 3 is W13), adds them together, applies a function (called the 

activation or squashing function) to them, and passes the output to the node(s) in the next layer. 

For example, the value passed from node 4 to node 6 is:  

Activation function applied to ([W14 * value of node 1] + [W24 * value of node 2]) 

  

Figure 2.5: A neural network with one hidden layer and Wxy is weight from node x to node y 

 

2.3.6.1. Multilayer Perception  

Multilayer perceptron is a neural network which is the most used architecture for predictive data 

mining. It is a feed-forward network with possibly several hidden layers, one input layer and one 

output layer, totally interconnected. It can be considered as a highly nonlinear generalization of 

the linear regression model when the output variables are quantitative, or of the logistic 

regression model when the output variables are qualitative.  

The network is feed-forward if the processing propagates from the input side to the output side 

unanimously, without any loops or feedbacks. In a layered representation of the feed-forward 

neural network, there are no links between nodes in the same layer; outputs of nodes in a specific 

layer are always connected as inputs to nodes in succeeding layers. This representation is 

preferred because of its modularity, i.e., nodes in the same layer have the same functionality or 

generate the same level of abstraction about input vectors [14]. 
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2.4. Data Mining Tool Selection  

There are different data mining software‗s that can be used to build and test predictive models. 

Choosing of a data mining tool is not an easy task. The important thing is identifying the tool suite 

that is easy to use, provides acceptable accuracy and able to perform all the common tasks in a data 

mining. The most widely known and an open source data mining tool include WEKA, Orange and 

Rapid Miner [34].  

WEKA  

WEKA (Waikato Environment for Knowledge Analysis) is a collection of machine learning 

algorithms for data mining tasks. These algorithms can either be applied directly to a data set or 

can be called from your own Java code. The WEKA (pronounced Weh-Kuh) workbench 

contains a collection of several tools for visualization and algorithms for data analytics together 

with graphical user interfaces for easy access. It includes a set of algorithms for data preparation, 

predictive modeling, and descriptive modeling and attributes selection. 

RAPIDMINER  

A software platform developed by the company of the same name that provides an integrated 

environment for machine learning, data mining, text mining, predictive analytics and business 

analytics. It is used for business and industrial applications as well as for research, education, 

training, rapid prototyping, and application development and supports all steps of the data 

mining process. Rapid Miner uses a client/server model with the server offered as Software as a 

Service or on cloud infrastructures. 

ORANGE  

Orange is a component-based data mining and machine learning software suite, featuring a visual 

programming front-end for explorative data analysis and visualization, and Python bindings and 

libraries for scripting. It includes a set of components for data preprocessing, feature scoring and 

filtering, modeling, model evaluation, and exploration techniques. Table 2.1 shows the 

comparison of the data miming tools, specifically WEKA, Rapid Miner and ORANGE.  
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No  Tool 

Name  

Release 

Date  

Language  Advantage Disadvantage 

1 WEKA  1993  Java  Ease of use, can be extended 

in RM , visualization, attribute 

selection, preprocessing 

Poor documentation, weak 

classical statistics, poor 

parameter optimization,  

2 RAPID 

MINER  

2006  Language 

Independent  

Visualization, Statistical, 

Attribute Selection, Outlier 

detection, parameter 

optimization  

Requires prominent 

knowledge of database 

handling  

 

3 ORANGE  2009  Python 

C++,C  

Better debugger, Shortest 

scripts, poor statistics, suitable 

for no voice Experts  

Big installation, Limited 

reporting capabilities  

 

Table 2.1: Comparison of the three open sources Data Mining tools [35] 

In this study the researcher chooses WEKA data mining tool. The reason why this tool is 

specially selected is that it is the only toolkit that has gained widespread adoption and survived 

for an extended period of time and it is freely available [36]. Other reason is familiarity of the 

researcher with the tool. 

2.5. Related works  

Now, there are similar studies that were applied to study the application of data mining 

techniques on Educational data mining and related issues. The following studies are reviewed to 

clarify the significance of the research problem and to show the gap in the local and foreign 

studies. 

Baradwaj and Pal [37] conducted a research on a group of 50 students from VBS Purvanchal 

University, Jaunpur (Uttar Pradesh India). For the study MCA (Master of Computer 

Applications) program was considered from session 2007 to 2010, with multiple performance 

indicators, including previous semester mark, class test grades, seminar performance, 

assignments, general proficiency, attendance, lab work, and end semester marks. They use 

classification task to evaluate student‘s performance, ID3 decision tree algorithm to finally 

construct a decision tree, and if-then rules which will eventually help the instructors as well as 

the students to better understand and predict students‘ performance at the end of the semester.  

Bhardwaj and Pal [38]  conducted a significant data mining research on the student performance 

based by selecting 300 students‘ data from 5 different degree colleges using the Naïve Bayes 
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classification method, on a group of BCA (Bachelor of Computer Applications) students in Dr. 

R. M. L. Awadh University, Faizabad, India, who appeared for the final examination in 2010. A 

questionnaire was distributed for collecting data from each student before the final examination, 

which had multiple personal, social, and psychological questions that was used in the study to 

identify relations between these factors and the student‘s performance and grades. They found 

that the most influencing factor for student‘s performance is their grade in senior secondary 

school, which further tells us, that those students, who performed well in their secondary school, 

were definitely perform well in their Bachelors study. Furthermore, it was found that the living 

location, medium of teaching, mother‘s qualification, student other habits, family annual income, 

and student family status, all of which, highly contribute in the students‘ educational 

performance, thus, it can predict a student‘s grade or generally their performance if basic 

personal and social knowledge was collected. Limitation of this study is the experiment was 

conducted with a less rich dataset; the total dataset used in this experiment was only 300.  

Amirah Mohamed et al. [39] provided an overview on the data mining techniques that have been 

used for predicting students‘ performance. A current prediction method is not adequate to 

classify the most suitable methods for predicting the performance of students in Malaysian 

institutions. Another one is lack of surveys on the factors affecting students‘ achievements in 

particular courses. From their review, they point out systematical literature review on predicting 

student performance by using data mining techniques is proposed to improve student‘s 

achievements and how the prediction algorithm can be used to identify the most important 

attributes in a student‘s data. Also, it focused on which prediction methods should be used for 

student performance. The result shows that Neural Network has the highest prediction accuracy 

of 98% followed by Decision Tree by 91%; and from several algorithms under the classification 

techniques, Neural Network and Decision Tree are the two methods highly used by the 

researchers for predicting students‘ performance. Results shows that Neural Network method 

gave the highest prediction accuracy because of the influence from internal and external 

assessments attributes and least impact on student performance is psychometric factors. 

 



  

31 

 

Superby et. al. [40]predicted students at risk of drop-out, determining factors influencing the 

achievement of the first-year university students. At the beginning of the academic year 2003-

2004 researchers distributed a questionnaire to 533 first-year university students during the 

month of November in three Belgian universities. classifying students into three classes – low-

risk, with a high probability of succeeding; medium-risk who may succeed thanks to the 

measures taken by the university; and high-risk, who have a high probability of failing or 

dropping out, using decision trees, Random forest method, Neural networks and linear 

discriminate analysis. Researchers noted that 20% of variables showed significant correlation 

with academic success, and results obtained by the methods of prediction, discriminant analysis, 

and to a lesser extent neural networks and random forests, on the condition able to lead to 

interesting results. 

Dorina Kabakchieva [6] studied on education and quality of education in the Bulgarian 

university. 10330 student‘s data that have been enrolled as university students during the period 

between 2007 and 2009, described by 20 parameters, for predicting student performance, based 

on their personal, pre-university and university-performance characteristics. In general, the main 

goal is how to give quality information for decision making in effective time, determining 

significant patterns in large quantities of data. In the presented paper, different data mining 

classification algorithms such as Neural network, Decision tree algorithm, Rule Learner, and K-

Nearest Neighbor method were used. The procedures categorize the students in to Weak and 

Strong, according to student pre-university data, as mentioned in above description WEKA 

software was used for classification using different data mining algorithms such as Decision 

Tree, OneR Rule Learner, Neural Network and K-Nearest Neighbor, The highest accuracy is 

achieved for the Neural Network model (73.59%), followed by the Decision Tree model 

(72.74%) and the k-NN model (70.49%). So the Neural Network model is recommended for 

predictions. 

According to Quadri and Kalyankar [22]  Predicting the academic outcome of a student needs 

lots of parameters to be considered. Data pertaining to student‘s background knowledge about 

the subject, the proficiency in attending a question, the ability to complete the examination in 

time will also play a role in predicting performance. Uses decision trees to make important 

design decisions about the interdependencies among the properties of dropout students. The 
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scholars proved that student‘s performance can be predicted using the CGPA grade system 

where the data set comprised of the student‘s gender, parental education details, and financial 

background. 

Amjad Abu Saa [41] explored factors affecting Student‘s academic performance, like personal, 

environmental, social, and economical variables. What the challenging area in evaluating 

performance of student‘s is large volume of data in educational databases. The paper explained 

that prediction of academic performance is broadly researched. Main objective of the paper is 

factors that affect courses success rate and student success to get useful information by using 

different data mining techniques such as classification, prediction, clustering, association, 

decision tree and sequential patterns. According to paper objective is achieving the main goal 

and classify clustering techniques and classification to expand academic performance. They 

found that the student‘s performance is not totally dependent on their academic efforts; also there 

are other factors such as personal and social factors that have equal to greater influences as well.  

Oyelade et.al. [42] Presents k-means clustering algorithm as a simple and efficient tool to 

monitor the progression of students‘ performance in higher institution. They applied the model 

on the data set academic result of one semester and nine courses of a private university in 

Nigeria. Demonstrated their technique using k-means clustering algorithm and combined with 

the deterministic model. Nine courses offered for that semester for each student for total number 

of 79 students. The overall performance is evaluated by applying deterministic model where the 

group assessment in each of the cluster size is evaluated by summing the average of the 

individual scores in each cluster. This analysis showed that cluster size 24 is 50.08% while the 

overall performance for cluster size 16 is 65.00%. Cluster size 30 has the overall performance of 

58.89%, while cluster size 09 is 43.65%. The trends in this analysis indicated that, 24 students 

fall in the region of ―Good‖ performance (50.08%), while 16 students have performance in the 

region of ―Very Good‖ performance (65.00%). 30 students have a ―Good‖ performance 

(58.89%) and 9 students had performance of ―Fair‖ result (43.65%).  
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Fiseha and Addisalem [43] present the application of educational data mining for predicting 

students‘ performance based on their academic record, using a decision tree algorithm. The data 

was collected from the college of Agriculture, Department of Horticulture Dilla University. The 

data includes five years period from 2009-2014; datasets are integrated from different datasets. 

The preprocessing, processing and experimenting was conducted using RapidMiner tool. During 

processing among a total of 49 various attributes which will help to improve the student‘s 

academic performance 27 important rules generated. The work addressed the result of decision 

tree model reveals that specific courses, student academic status in 1st and 2nd year and sex are 

attributes that determine the performance of student. Finally, the decision tree algorithm was 

tested and it provides a promising result of accuracy of useful data mining can be used in higher 

education particularly to predict students‘ performance using their academic record.  

Alemu and Tamir [44] used data mining approaches to develop a Data Mining model to predict 

the academic performance of students at the end of the first year degree program. In this study, 

the data collected from five selected regional universities in Ethiopia, namely, Bahirdar 

University, Wollo University, Gondar University, D/Markos University, and Debre Berhan 

University. A model is built using Decision tree learning algorithm and generates five 

classification rules set classifiers in an experiment. The important six factors identified under this 

study included PSGPA (preparatory school grade point average result), EUEE (Ethiopian 

university entrance examination result), FCI (field choice interest), FYFSA (first year first 

semester academic achievements) and FYSSA (first year second semester academic 

achievements). The experiment using a test dataset of 5729 students‘ record gets 81.4% 

accuracy.  

Tariku [45] also applied data mining for identifying the determinant factors for the student 

success in the preparatory schools to join higher education. In this work, the researcher used the 

hybrid data and the study only focused on Addis Ababa region and natural science stream 

preparatory schools‘ students. In the study, EHEEE (Ethiopian Higher Education Entrance 

Examination) data and the corresponding, their EGSECE (Ethiopian General Secondary 

Education Certificate Examination) data are collected from national educational assessment and 

examination agency. The collected data cover from 2006 up to 2008 EHEEE and 40328 

instances and 15 attributes are selected for analysis. In the study, the common subject from grade 



  

34 

 

10 and grade 12 of a student which are English, mathematics, physics, chemistry, biology, and 

civics are selected. In addition to the subject; sub city, school type, sex are selected as an 

attributes. In the researcher finding 84% of students who fail in English subject also fail in 

Mathematics subject examination in EHEEE.   

Different researchers studied on different variables, all those previous studies were conducted by 

using a very small proportion of the datasets and variables. There for a limited capacity to 

discover new and unexpected patterns and relationships. This research attempts to apply data 

mining for predicting student performance using classification algorithm by increase the dataset 

and variables in order to fill the gaps of the previous research works. Hence this study has its own 

contribution to get useful information that can help students to know their weakness, as well as 

instructors and administration to develop a better policy for students using data mining 

techniques. 
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CHAPTER THREE 

Methodology 

Methodology is a way that deals with data collection, analysis and interpretation in order to help 

the investigators achieve the objective of the research. Hence, the following methods and 

processes followed in this research work. 

3.1. Research Design 

This study follows experimental research. Experimental research designs are selected because 

the primary approach used to investigate causal (cause/effect) relationships and to study the 

relationship between one variable and another. Researchers use experimental research to 

compare two or more groups on one or more measures [46]. 

To conduct an extensive experiment the study uses hybrid data mining process model. This 

process model is selected because it provides more general, research-oriented description of the 

steps, Introducing a data mining step instead of the modeling step, Introducing several new 

explicit feedback mechanisms. The  model has six steps (see figure 3.1); understanding of the 

problem domain, understanding of the data, preparation of the data, data mining, evaluation of 

the discovered knowledge, and finally use of the discovered knowledge. 
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Figure 3.1: The six-step KDP model [26] 

 

Therefore, the overall research design was to build a model that can be used to predict the 

students‘ performance on higher instruction dataset. One of the most important aspects of this 

model is iterative and interactive feature. The feedback loops are necessary because any changes 

and decisions made in one of the steps can result in changes in following steps. The researcher 

tries to discuss tasks done and methods used at each step in detail below. 
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3.1.1. Understanding of the problem domain  

This initial step involves working closely with domain experts to define the problem and 

determine the project goals, identifying key people, and learning about current solutions to the 

problem. It also involves learning domain-specific terminology [26].  

In this study discussion was made with domain experts to understand the problem domain and to 

have a good understanding about the initial datasets and domain specific terminology. Relevant 

documents such as journal articles, conference papers and the internet were also reviewed to 

understand and identify algorithms and methods used for data preparation as well as data mining 

performance evaluation.  

3.1.2. Understanding of the data  

This step includes collecting sample data and deciding which data, including format and size, 

will be needed. Background knowledge can be used to guide these efforts. Data was visualize 

using excel format to check completeness, redundancy, missing values, plausibility of attribute 

values, etc. Finally, the step includes verification of the usefulness of the data with respect to the 

DM goals. This step need for additional or more specific information about the data in order to 

guide the choice of specific data preprocessing algorithms [26]. 

The end result of knowledge discovery process depends on the quality of available data. As a 

result; careful analysis of the data and its structure is done together with domain experts by 

evaluating the relationships of the data with the problem at hand and the DM tasks to be 

performed. We used Microsoft Excel 2019 to visualize the extracted data from student record 

management information system to check for missing values, data redundancy, data integrity, 

and data completeness. 

3.1.3. Preparation of the data 

This step is concerned with deciding which data are used as input for DM methods in the 

subsequent step. It involves sampling, running correlation and significance tests, and data 

cleaning, which includes checking the completeness of data records, removing or correcting for 

noise and missing values, etc. The cleaned data may be further processed by feature selection 
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and extraction algorithms (to reduce dimensionality), by derivation of new attributes (say, by 

discretization), and by summarization of data (data granularization) [26]. The end results are data 

that meet the specific input requirements for the DM tools selected in Step 3.1.4. 

The major tasks undertaken in this phase include: description of data sources, carrying out 

statistical summary measure, filling missing with mode values, and data transformation/reduction 

activities. Additionally, converting data from one format to another format was also made.  

3.1.4. Data mining  

One of the major tasks of data mining research is modeling; here the data miner uses various DM 

methods to derive knowledge from preprocessed data. 

In this phase, various data mining techniques were selected and applied and their parameters 

calibrated to optimal values. Typically, there are several techniques and tool for the same DM 

problem type. In this study WEKA version 3.9.2 (Waikato Environment for Knowledge 

Analysis) is selected for DM. It is free software available under the GNU (General Public 

License). The WEKA work bench contains a collection of visualization tools and algorithms for 

data analysis and predictive modeling, together with graphical user interfaces for easy access to 

this functionality [14].  It is an open source; powerful tool for data mining algorithm will be used 

for this study. We experimented different DM classification algorithms such decision tree, rule 

induction, Bayesian, regression, Support Vector Machines and Neural Network. These 

algorithms are selected because they are usually used for educational data mining and 

understandable rules can be extracted. 

3.1.5. Evaluation of the discovered knowledge  

Evaluation includes understanding the results, checking whether the discovered knowledge is 

novel and interesting, interpretation of the results by domain experts, and checking the impact of 

the discovered knowledge. Only approved models are retained, and the entire process is revisited 

to identify which alternative actions could have been taken to improve the results. A list of errors 

made in the process is prepared. The experimental output of the classifications models are 

analyzed and evaluated the performances accuracy using confusion matrix.  
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Furthermore, we can also compute the effectiveness and efficiency of the model in terms of 

recall and precision, as well as F-measure for good balance between precision and recall. The 

performance of the classifiers with different parameters is also compared by examining their 

ROC (Receiver Operating Characteristic) curve [14].  

3.1.6. Use of the discovered knowledge 

This final step consists of planning where and how to use the discovered knowledge. The 

application area in the current domain may be extended to other domains. A plan to monitor the 

implementation of the discovered knowledge is created and the entire project documented. 

Finally, the discovered knowledge is deployed. 

In this research the discovered knowledge is used by integrating the user interface which is 

designed by java programming language with a WEKA system in order to show the prediction of 

higher education students‘ performance.  Java is selected because it is easy to build applications. 

Java has a well-developed GUI /Graphical user Interface/ or windowing environment.  Also, the 

researcher implementers personally prefer an object-oriented approach.  

Java is natural choices for application development [47]. With Java‘s powerful language 

concepts and distributed application framework, Java offers a major application development 

framework as used in research and industry. Tactically, Java is a natural choice of language and 

provides a common framework for exploring and developing applications using data mining 

[47]. 

3.2. Data Mining Process Models 

A process model is the set of tasks to be performed to develop a particular element, as well as the 

elements that are produced in each task (outputs) and the elements that are necessary to do a task 

(inputs) [48]. The goal of a process model is to make the process repeatable, manageable and 

measurable (to be able to get metrics) [49]. Methodology can be defined as the instance of a 

process model that lists tasks, inputs and outputs and specifies how to do the tasks [48]. Tasks 

are performed using techniques that stipulate how they should be done. After selecting a 

technique to do the specified tasks, tools can be used to improve task performance [49]. 
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3.2.1. KDD Process model 

The history of DM and KDD is not much different. In the early 1990s, when the term KDD 

(Knowledge Discovery in Databases) was first coined [50] there was a rush to develop DM 

algorithms that were capable of solving all the problems of searching for knowledge in data. 

Apart from developing algorithms, tools were also developed to simplify the application of DM 

algorithms. From the viewpoint of DM and KDD process models, the year 2000 marked the most 

important milestone [49]. 

 

Figure 3.2: KDD Process model [26] 

The KDD process model consists of five steps, that are descried below [51]. 

1. Select a target data set: The initial step is based on data needed for the DM process may be 

obtained from many different and heterogeneous data sources. 

2. Data preprocessing: In this step the data to be used by the process may have incorrect or 

missing data. There may be abnormal data from multiple sources involving different data 

types and metrics. 

3. Data transformation: Attributes and instances are added and/or eliminated from the target 

data. Data from different sources must be converted into a common format for processing. 



  

41 

 

4. Data mining: A best model for representing the data is created by applying one or more DM 

algorithms. 

5. Interpretation/evaluation: The final step the researcher examines the output from step 4 to 

determine if what has been discovered is both useful and interesting. 

3.2.2. The CRISP-DM process model 

CRISP-DM (Cross-Industry Standard Process for DM) is the most used methodology and 

application-neutral standard for developing DM & KD projects. It is actually a ―de facto‖ 

standard [49]. It is a cyclic approach (see Figure 3.3), including six main phases – Business 

Understanding, Data Understanding, Data Preparation, Modeling, Evaluation and Deployment 

[52]. 

 

 

Figure 3.3: CRISP DM knowledge discovery process model [52] 
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A description of the six steps of CRSP-DM presented below [49] 

1. Business understanding: This phase focuses on understanding the project objectives and 

requirements from a business perspective, then converting this knowledge into a DM 

problem definition and a preliminary plan designed to achieve the objectives. 

 

2. Data understanding: The data understanding phase starts with an initial data collection and 

proceeds with activities in order to get familiar with the data, to identify data quality 

problems, to discover first insights into the data or to detect interesting subsets to form 

hypotheses for hidden information. 

 

3. Data preparation: The data preparation phase covers all the activities required to construct 

the final dataset from the initial raw data. Data preparation tasks are likely to be performed 

repeatedly and not in any prescribed order. 

 

4. Modeling: In this phase, various modeling techniques are selected and applied and their 

parameters are calibrated to optimal values. Typically, there are several techniques for the 

same DM problem type. Some techniques have specific requirements on the form of data. 

Therefore, it is often necessary to step back to the data preparation phase. 

 

5. Evaluation: What are, from a data analysis perspective, seemingly high-quality models will 

have been built by this stage of the project. Before proceeding to final model deployment, it 

is important to evaluate the model more thoroughly and review the steps taken to build it to 

be certain that it properly achieves the business objectives. At the end of this phase, a 

decision should be reached on how to use of the DM results. 

 

6. Deployment: Model construction is generally not the end of the project. Even if the purpose 

of the model is to increase knowledge of the data, the knowledge gained will need to be 

organized and presented in a way that the customer can use it. Table 3.1 presents the six 

phases of CRISP-DM process model. 
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Business 

Understanding 

Data 

Understanding 

Data 

Preparation 

Modeling  Evaluation Deployment 

Determine 

business 

objective 

Collect initial 

data 

Select data Select 

modeling 

techniques 

Evaluate 

results 

Plan 

deployment 

Assess 

situation 

Describe data Clean data Generate 

test design 

Review 

process 

Plan 

monitoring & 

Maintenance 

Determine 

DM objective 

Explore data Construct 

data 

Build 

model 

Determine 

next steps 

Produce final 

report 

Produce 

project plan 

Verify data 

quality 

Integrate 

data 

Assess 

model 

 Review 

project 

Format data 

 

Table 3.1: CRISP-DM phases and tasks [49] 

3.2.3. Hybrid Models 

The development of academic and industrial models has led to the development of hybrid 

models, i.e., models that combine aspects of both CRISP-DM and KDD. One such model is a 

six-step KDP model developed by Cios et al [50]. It was developed based on the CRISP-DM 

model by adopting it to academic research [50]. 

A description of the six steps of KDD process model is given below [26] 

1. Understanding of the problem domain. This initial step involves working closely with 

domain experts to define the problem and determine the project goals, identifying key people, 

and learning about current solutions to the problem. It also involves learning domain-specific 

terminology. A description of the problem, including its restrictions, is prepared. Finally, 

project goals are translated into DM goals, and the initial selection of DM tools to be used later 

in the process is performed. 
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2.  Understanding of the data. This step includes collecting sample data and deciding which 

data, including format and size, will be needed. Background knowledge can be used to guide 

these efforts. Data are checked for completeness, redundancy, missing values, plausibility of 

attribute values, etc. Finally, the step includes verification of the usefulness of the data with 

respect to the DM goals. 

 

3.  Preparation of the data. This step concerns deciding which data will be used as input for DM 

methods in the subsequent step. It involves sampling, running correlation and significance 

tests, and data cleaning, which includes checking the completeness of data records, removing 

or correcting for noise and missing values, etc. The cleaned data may be further processed by 

feature selection and extraction algorithms (to reduce dimensionality), by derivation of new 

attributes (say, by discretization), and by summarization of data (data granularization). The end 

results are data that meet the specific input requirements for the DM tools selected in Step 1. 

 

4. Data mining. Here the data miner uses various DM algorithms for classification, clustering 

and association rule discovery to derive knowledge from preprocessed data. In this step, data 

mining tool is selected for experimenting data mining algorithms and constructing predictive or 

descriptive models. 

 

5. Evaluation of the discovered knowledge. Evaluation includes understanding the results, 

checking whether the discovered knowledge is novel and interesting, interpretation of the 

results by domain experts, and checking the impact of the discovered knowledge. Only 

approved models are retained, and the entire process is revisited to identify which alternative 

actions could have been taken to improve the results. A list of errors made in the process is 

prepared. 

 

6. Use of the discovered knowledge. This final step consists of planning where and how to use 

the discovered knowledge. The application area in the current domain may be extended to 

other domains. A plan to monitor the implementation of the discovered knowledge is created 

and the entire project documented. Finally, the discovered knowledge is deployed. 
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3.2.4. Comparison of Data Mining process Models 

Comparing the KDD stages with the CRISP-DM, first steps the business understanding phase can 

be identified with the development of an understanding of the application domain, the relevant 

prior knowledge and the goals of the end-user; the deployment phase can be identified with the 

consolidation by incorporating this knowledge into the system. Concerning the remaining stages, 

we can say that: The data understanding phase can be identified as the combination of Selection 

and Preprocessing; The Data Preparation phase can be identified with transformation; The 

Modeling phase can be identified with DM; The evaluation phase can be identified with 

Interpretation/Evaluation [53]. Table 3.2 presents a summary of comparison of Data Mining 

process models. 

In Summary Comparison of DM and KD process models is given in table 3.2 below 

Model Fayyad et al. Cabena et al. Anand & 

Buchner 

CRISP-DM Cios et al. 

No of 

steps 

9 5 8 6 6 
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Data Preparation 

Problem 

Specification 
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Data 
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the Data Data Cleaning and 

Pre-processing 
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Knowledge 
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Data Preparation 

 

Preparation of 

the Data Choosing the DM 

Task 

 

Data Pre-

processing Choosing the DM 
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DM DM Pattern 
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Modeling DM 

Interpreting Mined 

Patterns 
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Knowledge 

Elicitation 

Knowledge Post-

processing 

Evaluation Evaluation of 

the Discovered 

knowledge 

Discovered 

Knowledge 

Assimilation of 

Knowledge 

 Deployment Using the 

Discovered 

Knowledge 

 

Table 3.2: Comparison of DM & KD process models and methodologies [49] 
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3.3. Model Evaluation  

Evaluation method is the yard stick to examine the efficiency and performance of any model. 

The evaluation is important for understanding the quality of the model or technique for refining 

parameters in the iterative process of learning and for selecting the most acceptable model or 

technique from a given set of models or techniques [54] .  

Confusion Matrix  

One of the methods to evaluate the performance of a classifier is using confusion matrix. A 

Confusion matrix that summarizes the number of instances predicted correctly or incorrectly by a 

classification model. In confusion matrix, there are classifier evaluation metrics like Accuracy, 

Precision, Recall, and F-measure [55] . 

In the two-class case with classes yes and no, a single prediction has four different possible 

outcomes as shown in table 3.3. The true positives (TP) and true negatives (TN) are correct 

classifications. A false positive (FP) occurs when the outcome is incorrectly predicted as yes (or 

positive) when it is actually no (negative). A false negative (FN) occurs when the outcome is 

incorrectly predicted as negative when it is actually positive. 

 

 PREDICTED CLASS 

 

ACTUAL 

CLASS 

 Class = Yes Class = No 

Class = Yes a 

(TP) 

b 

(FN) 

Class = No c 

(FP) 

d 

(TN) 

 

Table 3.3: Two dimensional Confusion Matrix [55]. 
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Accuracy is the most widely-used metric to check the performance of the model. The correctness 

accuracy for a data mining classifier is defined as the degree of closeness of its prediction to the 

actual values, either true or false [55].   

Accuracy = 
TP+TN

TP+TN+FP+FN
 

The precision for a class is the number of true positives (i.e. the number of items correctly 

labeled as belonging to the positive class) divided by the total number of elements labeled as 

belonging to the positive class (i.e. the sum of true positives and false positives, which are 

items incorrectly labeled as belonging to the class).    

Precision = 
 P

 P FP
 

Recall in this context is defined as the number of true positives divided by the total number of 

elements that actually belong to the positive class (i.e. the sum of true positives and false 

negatives, which are items which were not labeled as belonging to the positive class but should 

have been).     

Recall = 
TP

TP+FN
   

In the same way, precision and recall are defused for the negative class. The ratio of the negative 

over total instance classified as negative will give use precision. On the other hand, the ratio of 

true negative over total instances of negative class will give uses recall. 

The final metric used for performance evaluation of classifiers on confusion matrix is F- 

measure. F- Measure is the inverse relationship between precision & recall, and calculated as the 

harmonic mean of recall and precision. It is the point to conclude that the precision and recall of 

the model are significantly balanced [55].   

F-Measure = 
2x Precision x Recall

Precision + Recall
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ROC Curves  

ROC (Receiver Operating Characteristic) curves are two dimensional graphs that visually depict 

the performance and performance trade off of a classification model. In order to construct ROC 

curve two performance metrics are to be used. They are true positive rate (TPR) and false 

positive rate (FPR) [26] [56].  

Figure 3.4: ROC (Receiver Operating Characteristic) [26] 

The model with perfect accuracy will have an area of 1.0; i.e. the larger the area, the better 

performance of the model or the larger values of the test result variable indicate the stronger 

evidence for a positive actual state (1.00). The closer the ROC curve of a model is to the 

diagonal line, the less accurate the model is closer to the area of 0.5 [26]. 

 

 

 

 

 

Table 3.4: Performance measure of ROC Area 

ROC Area  Performance 

0.9 – 1.0 Excellent (A) 

0.8 – 0.9 Good (B) 

0.7 – 0.8 Fair (C) 

06 – 0.7 Poor (D) 

0.5 – 0.6 Fail (F) 
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Therefore, for this particular study Accuracy, Precision, Recall, F-measure and ROC area are 

taken in to account when the classifier performance is evaluated to select the best model. 

3.4. User Acceptance Testing  

User acceptance testing is a testing methodology where the clients or end users involved in 

testing the product to validate the product against their requirements. The five E‘s (effectiveness, 

efficiency, engaging and easy to learn) provide the expert with a set of characteristics that can be 

used to organize and analyze information from users [57]. They offer traceability from initial 

information-gathering through requirements setting and finally in evaluation. 

3.4.1. Effectiveness 

Effectiveness is the completeness and accuracy with which users achieve specified goals. 

Effectiveness is considered as the accuracy of the prototype to predict student performance. In 

this study domain experts are asked to evaluate and confirm the effectiveness of the prototype 

with a comment to improve the performance.   

3.4.2. Efficiency 

Efficiency can be described as the speed (with accuracy) in which users can complete the tasks 

for which they use the product. Efficiency metrics include the number of clicks or keystrokes 

required or the total ‗time on task‘. 

3.4.3. Engaging 

An interface is engaging if it is nice and satisfying to use. The graphic design is the clearest 

element, even within the same class of interfaces; different users may have widely different 

needs. What is important is that the design meets the expectations and needs of the people who 

must use the interface.  

3.4.4. Easy to Learn 

Allow users to build on not only their prior knowledge of computer systems, but also any 

interaction patterns they have learned through use in a predictable way. Predictability is 

complementary to interface consistency. A consistent interface ensures that terminology does not 

change, that design elements and controls are placed in familiar locations and that similar 

functions behave similarly.  
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CHAPTER FOUR 

 PROBLEM UNDERSTANDING AND DATA PREPARATION 

4.1. Understanding of the problem domain 

Steps in the hybrid knowledge discovery process model include understanding of the problem 

domain is a stage where the researcher familiarizes with the overall business process or working 

conditions of the identified work process. To this end, an investigation has been undertaken to 

understand about problem domain.  

The business objective of Higher education institutions (colleges and universities) are faced with 

a growing number of concerns attracting students, complete a degree program and increasing 

graduate‘s donations. Prediction helps to identify students with weak performance and help them 

to score better marks for improving their performance. 

Domain experts were consulted; direct observation of the University existing system was done 

and reviewing of the different literatures were performed to have brief understanding on the 

factor affecting student academic performance. Investigation on issues was studied to see a gap 

where the data mining can be used to fill with the use of Data Mining techniques. 

Determinants of students' performance have been identified by many studies [58]. The result of 

their findings pointed out that hard work; previous schooling, parents‘ education, family income 

and self-motivation are factors that have a significant effect on the student‘s GPA. Cultural 

differences may play a role in influencing the factors that affect students' performance; it is 

therefore very important to examine those relevant factors to the Ethiopian culture. 

 GPA: The use of GPA has a tangible value for future educational and career mobility. It can 

also be considered as an indication of realized academic potential. 

 Assessment: It is classified as assignment mark, quizzes, lab work, class test, class 

attendance, class participation and final exam. 

 Demographic: Includes gender, age, family background, family size and disability. 
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o Gender is important because they have different styles of female and male students 

in their learning process. According to Ministry of Education Gender Office, various 

strategies are employed to increase females‘ enrollment in all levels of education. 

Besides, the affirmative action is duly being implemented to increase females‘ 

academic performance and to minimize females‘ attrition rates [59]. 

o Age: The differences in the experiences and maturation of older students involve a 

relatively better performance in academic. 

o Disability: students with different types of disabilities academic performance and use 

of disability support services. 

 High school background: expected that students with good high school background do 

better than those less performer students in the background.  

 Instructors: teaching style has an effect on student's performance. Make sure that effectual 

teaching learning methods are implemented, provide notes to students and also give private 

consultation time to help them understand better. 

 Social interaction network: Students spend more time on social media than focus on 

learning, which affects greatly their performance on learning. 

 Study Habits: Study habits of students may be relevant to the prediction of grades because it 

is possible that student‘s grades may be related to their study habits. Study skills and learning 

approaches include, time management, using information resources, taking class notes, 

communicating with teachers, preparing for and taking examination, and several other 

learning strategies. 

 Psychometric factor: is identified as student interest, study behavior, engage time, academic 

environment and family support. 

o Physical factors: When a student is healthy, then he will be able to contribute an 

active role towards learning. Under this Student‘s factors group are included such 

factors as included physical health/illness, physical training/sports activities. 

o Mental factors: Attitude falls under mental factors. Students when feel stress and 

nervousness they can have an effect on a student‘s academic performance. Alcohol 

and drug abuse is similarly correlated with poor grades. 

o Environmental factor: Physical conditions needed for learning is under 

environmental factor. One of the factors that affect the efficiency of learning is the 
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condition in which learning takes place. This includes the classrooms, textbooks, 

equipment, school supplies, and other instructional materials. 

o Home Environment: The importance of home environment or family on students‘ 

academic performance. The home has a great influence on the students‘ 

psychological, emotional, social and economic state. The family financial support, 

encouragement and following up have positive impact on students' performance as 

measured by their GPA. 

4.1.1.  Overview of the organization, St. Mary’s University  

St. Mary's University established in 1998 is a private university with four campuses in Addis 

Ababa, 13 Distance Education Regional Centers, and 160 Coordination Offices throughout 

Ethiopia, which strive to meet the growing demand for trained manpower [60]. 

It caters to the needs of six thousand undergraduate students in programs, including Tourism and 

Hospitality Management, Management, Marketing Management, Accounting, Information 

Technology, Computer Science, Rural Development, Economics and Sociology. According to 

the report published by the university [60], twenty thousand students enrolled in distance 

education programs accessible to the larger society through reasonable tuition focusing on 

quality and standards in teaching, research and outreach services. There are also two thousand 

students in graduate programs in six areas of studies: MBA (Master in Business Administration, 

HRM (Human Resource Management), Accounting and Finance, Agri-business, Agro-

economics, and Rural Development and Computer Science [61]. 

It is one of the leading higher education institutions in Ethiopia that provides quality education in 

various fields of studies with magnificent dynamism to meet up the rapidly growing demands of 

students, the industry and the critical need for entrepreneurship in the country.  

For quality education, the Ethiopian government established the Higher Education and 

Relevance Quality Agency (HERQA) to monitor the quality of education provided in higher 

education institutions. HERQA accredits private institutions but only conducts an institutional 

audit for public institutions [62].  
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St. Mary's University mission delivery of quality teaching for its students, research works, 

academic material production, as well as professional consultancy for the growing needs of 

Ethiopia and its citizens.  

In order to meet and exceed the quality and standard requirements of students and stakeholders, 

the goals of SMU are the following [60]. 

 Offer relevant, diverse, learner-centered, and research-led programmed of study; 

 Prepare graduates with the requisite knowledge, skills and attitudes embodied in the 

graduate profile of academic programmed; 

 Strengthen assessment methods that validly, reliably and fairly evaluate measurable 

learning outcomes; 

 Promote technology-based, innovative and inter- disciplinary learning environment; 

 Augment student support, staff development, facilities and resources; 

 Undertake demand-driven research on local, national and international issues and 

problems; 

 Produce and disseminate research outcomes, teaching materials and other publications; 

 Ensure the provision of need-based services to the community at large; 

 Initiate, sustain and enhance a close network with local and international stakeholders;  

The existing system of St. Mary‘s University to measure their students‘ performance based on a 

continuous assessment basis in the form of tests, assignments, class attendance, presentations. To 

determine the final letter grade, Continuous assessment shall account for 50% of the total course 

grade. The remaining 50% shall be allotted for a final examination conducted at the end of 

course delivery. Letter grades are assigned to the marks got out of 100% on a fixed scale (criteria 

referenced grading system) [63]. The raw marks out of 100% and their equivalent letter grades 

are indicated in the following table 4.1.  
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Raw Mark 

Interval 

[100 %] 

Corresponding 

fixed Number 

Grade 

Corresponding 

Letter Grade 

Status 

Description 

Class Description 

[90,100] 4.0 A+ Excellent First class with 

Great distinction [83, 90) 4.0 A 

[80, 83) 3.75 A– 

[75, 80) 3.5 B+ Very Good First class with 

Distinction [68, 75) 3.0 B 

[65, 68) 2.75 B– Good First class 

[60, 65) 2.5 C+ Second class 

[50, 60) 2.0 C Satisfactory Second class 

[45, 50) 1.75 C– Unsatisfactory Lower class 

[40,45) 1.0 D Very Poor Lower class 

[30,40) 0 Fx Fail, but 

possibility for 

improvement  

Lowest class 

[<30) 0 F Fail Lowest class 

 

Table 4.1: Grading system of undergraduate Students at St Mary‘s University [63] 

 

4.1.2. Criteria for student selection  

The study determines students‘ performance prediction in different department which join higher 

institute focusing on one university in Ethiopia, St. Mary‘s University (SMU). The first step for 

the students joins in the university from different region of the country is to fill registration form 

indicating their favorite or interested department. In the institution there are Departments such as 

Accounting, Management, Marketing Management, Tourism and hospitality management, 

Computer science and Information Technology in regular and extension division for under 

graduate school, But the decision-making process was not supported with data mining tools and 

techniques to enhance the system functionalities by increasing its effectiveness and efficiency. 
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Specifically, predicting student‘s performance improves the institution to identify the weakness 

of their students and provide special attention for their performance improvement.  

Based on the investigation on existing problems and suggestion of domain experts, the following 

attributes are considered to be useful for predicting student performance. 

1. Gender: female and male students have different learning styles in their learning process.  

2. Age: Student age when attended in university determines their focus for learning and 

achieving their objective. 

3. Division: Extension and regular program students registered to study. 

4. Year: Academic year of the student attended. Some students are leave their homes and 

their families for the first time and prepare to face new experiences. 

5. Number of Courses in the Semester: Total number of credit hours that the students has 

been taking in the semester whether given courses are minimum, maximum and normal. 

6. Number of Major courses: Number of major courses that the students taken in the 

semester. 

7. Number of Supportive courses: Number of supportive courses that the students taken in 

the semester. 

8. Number of Common Courses: Number of common courses that the students taken in 

the semester. 

9. Marital status: If a student will be married after filing the Application form, the marital 

status is single, not married. Married students have much different responsibilities than 

the unmarried students. 

10. Employment: Student who has work is didn‘t attend the class properly because they fill 

tiredness while the class is conducted so Work has its own impact on student 

performance. 

11. Financial source: The self-sponsored students are more a higher level of motivation for 

attending. Most of the regular program students are sponsored by their family. Student 

performance affect when any problem happens to their family. 

12. Region: Region of students where they attended preparatory school. Most of students 

attended preparatory in Addis Ababa some of from different region of the country.so 

most of region students are not live with their parents. 
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13. Type of high school: Expected also that private schools provide better quality education 

to their students compared to public schools. 

14. Academic Year: Academic year student taken EHEEE (Ethiopian higher education 

entrance examination) exam. 

15. EHEEE Result: total result of student gets EHEEE (Ethiopian higher education entrance 

examination). 

16.  English: English result in the EHEEE (Ethiopian higher education entrance examination) 

could have an impact on student. 

17. Mathematics: Mathematics result in the EHEEE (Ethiopian higher education entrance 

examination) could have an impact on student. 

18. Previous University: Expected that government University better quality education to 

their students as compared to private University. 

19.  Previous study Field: prior knowledge and experience of the student might have impact 

on student. 

20. Previous study Program: prior knowledge and experience might be deferent when 

student take Degree program and Diploma. 

21. Previous study GPA: prior knowledge experience with high performance they get might 

have impact on student. 

22. Status: Current status of students; this attribute is a class. 

The main purpose of the study is to apply Data Mining techniques on a student‘s dataset to 

predict student‘s performance using attributes of demographic, internal and external result 

information.  Also identified predicting variables and determined those having a better prediction 

performance. 

In this study WEKA 3.9.2 tool was selected for data mining because the development and 

application of data mining algorithms require the use of powerful tools. WEKA is selected 

because it contains tools for data preprocessing, classification, clustering, association rules and 

visualization.  It also uses data file formats like ARFF (attribute relation file format) and CSV 

(comma separated values) that are accepted by the most applications used for data organization 

and storage.  
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4.2. Understanding of the Data 

When understanding the problem domain and building a simple plan for solving the problem, the 

researcher proceeded to the next stage which is data understanding for applying the selected DM 

techniques. This includes listing out attributes with their respective values and evaluation of their 

importance for this research and analysis of the data and its structure is done together with 

domain experts, in order to use the dataset for the Data mining task at hand.  

4.2.1. Collect initial data 

The initial data for this study were collected after getting permission from the administrations of 

St Mary‘s University database. The data collected was about undergraduate students, the table 

was exported to MS Excel file from Microsoft SQL database.  

The study used data collected from St Mary‘s University undergraduate students database that 

covers from 2006 - 2009 E.C. this time period is selected because a new admission form was 

designed with expanded data entry fields and implemented starting from 2006 and required 

attributes for building the model are found from this database. To understand the data, 

discussions were made with domain experts from registrar office and university registrar reports 

and manuals. 

4.2.2. Description of the collected data 

The decision on the data that was used for the analysis is based on several criteria, including its 

relevance to the data mining goals. The attributes are selected based on understanding the 

problem domain with the help of domain expert and literature reviews. Table 4.2 presents the 

description of the collected attributes with their data type. The final selected data was prepared 

and preprocessed before developing the model. 
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No Attribute Name 
Data 

Type  
Description Value 

Missing 

Value 

1 Gender Nominal Sex of the student Male = M, Female = F 0(0.0%) 

2 Age Numeric Age of the student  [19 – 50] 0(0.0%) 

3 Division Nominal Student study program  Extension, Regular 0(0.0%) 

4 
Marital status Nominal Student status of marriage Single, Married, Divorce 0(0.0%) 

5 
Employment Nominal 

Student employment 

status  
Yes, No 73(1%) 

6 

Financial source Nominal Student Financial source  

Self-sponsor, Parent 

sponsor, organization 

sponsor, scholarship 

80(1%) 

7 Year      Nominal Academic Year [1, 2, 3, 4] 0(0.0%) 

8 Courses Per 

Semester 
Nominal 

Total courses given in the 

semester 
[2, 3, 4,…,7] 0(0.0%) 

9 Major Courses Per 

Semester 
Nominal 

Total Major courses given 

in the semester 
[2, 3, 4,…,6] 0(0.0%) 

10 Supportive courses 

Per Semester 
Nominal 

Total supportive courses 

given in the semester 
[0,1,2, 3] 0(0.0%) 

11 No of Common 

Courses 
Nominal 

Total common courses 

given in the semester 
[0,1,2, 3] 0(0.0%) 

12 Type of Institution 

Attended 
numeric  

Students previously 

attended Institution 
[125-572] 0(0.0%) 

13 

Region  Nominal Name of Region 

Tigray, Afar, Amhara, 

Oromiya, Somalia, SNNP, 

Gambela, Harari, Dire-

Dawa, Addis Ababa 

316(3%) 

14 
Attended Years  Date 

Students previously 

attended year 
[1984,1985,…2005] 0(0.0%) 

15 Attended Result Numeric  Total Result in EHEEE  Range from 125- 572 0(0.0%) 

16 
English Nominal 

EHEEE Result student get 

in English  
A,B,C,D 0(0.0%) 

17 
Mathematics Nominal 

EHEEE Result student get 

in Mathematics  
A,B,C,D,F 0(0.0%) 

18 

Previous University Nominal 
Student Previously 

attended University  

Addis Ababa, Harmaya, 

Bahir Dar, Admas, Unity, St 

Mary's, Tegbared 

0(0.0%) 

19 

Previous study 

Field 
Nominal 

Student Previously study 

Field 

Accounting, Management, 

Marketing Management, 

Computer science, 

Information Technology, 

Engineering, Health, 

Teaching 

0(0.0%) 

20 Previous study 

Program 
Nominal 

Student Previously study 

Program 
Degree, Diploma 65(1%) 

21 Previous study 

GPA 
Numeric  Student Previous GPA [2 - 3.52]   

22 
GPA  Numeric  

Total Result students get 

in the semester 
[ 0.08 – 4] 0(0.0%) 

Table 4.2: Description of the selected attributes from St Mary‘s University dataset 
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4.3. Preparation of data 

The purpose of this data preprocessing/data preparation step is to clean selected data for better 

quality. Data quality is a multifaceted issue that represents one of the biggest challenges for data 

mining [19]. It refers to the accuracy and completeness of the data. Data quality can also be 

affected by the structure and consistency of the data being analyzed. The presence of duplicate 

records, the lack of data standards, the timeliness of updates and human error can significantly 

impact the effectiveness of the more complex data mining techniques, which are sensitive to 

understated differences that may exist in the data [19].  

Therefore, each algorithm requires data to be submitted in a discrete format.  Data 

preprocessing/data preparation tasks that include attribute selection, data cleaning mainly 

handling missing values and attribute reduction are undertaken. It is also concerned with 

converting from one format to another format to make the dataset understandable and to use it 

for the Data mining task at hand. 

4.3.1. Data Extracted from Database 

The data selection method is the first step which includes raw data extraction and selecting the 

target dataset that are used for the study problem. Selection is the process of choosing the right 

data from the database on which the tools in data mining can be used to extract useful 

information, knowledge and pattern from the provided raw data. 

This dataset was organized in rows and columns where each column represents an attribute and 

each row stands for a single record of an individual. The dataset has a total of 22 attributes 

(columns) and 11550 records (rows) identified; the dataset is presented in Annex 1 and the 

summary of each of the selected attributes used for model building with their frequency of 

occurrence are statistically described in detail in Annex 2.  
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The lists of attributes extracted from database that have been used in this research are shown in 

the table 4.3 below. 

No Attribute Name Data 

Type 

Description Data Values 

1 Gender Nominal Sex of the students [M, F] 

2 Division Nominal Student study time  [Extension, Regular] 

3 Year      Numeric  Academic Year [ 1, 2, 3, 4] 

4 Marital status 

 

Nominal 
Student status of marriage [Single, Married, Divorce] 

5 Employment 

 

Nominal 
Student employment status  [Yes, No] 

6 Financial source Nominal 
Student Financial source  

[Self-sponsor, Parent sponsor, 

organization sponsor, scholarship] 

7 Type of high 

school 

Nominal Students previously attended 

Institution 

[Addis Ababa Government 

School, Government School, 

Addis Ababa Private School] 

8 Region  Nominal Name of Region [Addis Ababa, Amhara, Oromia, 

SNNP, Harari, Tigray, Dire 

Dawa, Gambella, Somalia, Afar] 

9 Attended Years  Date Students previously attended 

year 

[Five Subject, Seven Subject, Old 

Tewelve] 

10 EHEEE Result Numeric  

Total Result in EHEEE  

[Excellent, Very Good, Good, 

Satisfactory] 

11 
English Nominal 

EHEEE Result student get in 

English  

[Excellent, Very Good, Good, 

Satisfactory] 

12 
Mathematics Nominal 

EHEEE Result student get in 

Mathematics  

[Excellent, Very Good, Good, 

Satisfactory, Fail] 

13 
Previous 

University 
Nominal 

Student Previously attended 

institution 

[No, Private University, 

Government TVET College, 

Government University] 

14 
Previous study 

Field 
Nominal Student Previously study Field 

[No, Business, Teaching, Health, 

IT 

Engineering] 

15 
Previous study 

Program 
Nominal 

Student Previously study 

Program 

[No, Diploma, Degree] 

16 
Previous study 

GPA 
Numeric  Student Previously GPA 

[No, Excellent, Very good, Good 

Satisfactory] 

17 Status  

(class attribute) 

Numeric  Shows student performance  Success, Average, Weak 

 

Table 4.3: Attributes extracted from database  
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This study derived one attributes from the existing original dataset and four attributes not 

registered in the database are added based on the domain expert‘s advice and values for this 

research objective. Those attributes for the data mining task of this research were: age, number 

of courses per semester, number of major courses, number of common courses, and number of 

supportive courses as shown in table 4.4. 

 

 Age: Age attribute was derived from date of birth filled with application form. We derived 

this attribute because it helps us to determine students‘ status with respect to their age and 

convert into age category to simplify analysis.  

 Number of Courses per Semester: it is counted from academic year and from semesters 

in the academic year. As per the discussion with experts and with their academic 

schedule, we added this attribute because it helps us to determine students‘ status with 

respect to the number of courses students taken per Semester. 

 Number of Major Courses: it is counted from students taken number of Courses per 

Semester. We added this attribute because it helps us to determine students‘ status with 

respect to major courses taken by students in a given semester. 

 Number of Common Courses: it is counted from students taken number of Courses per 

Semester. We added this attribute because it helps us to determine students‘ status with 

respect to number of Common courses in the semester the student taken. 

 Number of Supportive Courses: it is counted from students taken number of Courses 

per Semester. We added this attribute because it helps us to determine students‘ status 

with respect to supportive courses per semester students taken.  

No Attribute Name 
Data 

Type 
Description Data Values 

1 Age (derived) continues Age of the students  [19 – 50] 

2 
Number of Courses 

Per Semester  
Nominal 

Number of courses given in 

the semester 

[Two, Three, Four, Five, Six, 

Seven] 

3 
Number of Major 

Courses  
Nominal  

Number of major courses 

given to in the semester 
[Two, Three, Four, Five, Six] 

4 
Number of 

Common Courses 
Nominal 

Number of common courses 

given to in the semester 
[Zero ,One, Two, Three] 

5 
Number of 

Supportive Courses 
Nominal  

Number of supportive courses 

given to in the semester 
[Zero ,One, Two, Three] 

Table 4.4: Selected attributes with their description 
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4.3.2. Data Cleaning 

Real-world data tend to be incomplete, noisy, and inconsistent. Data cleaning procedures fill the 

missing values and correct inconsistencies in the data.  

4.3.2.1. Missing Values 

To analyze student‘s data, there are many attributes with no recorded values. Hence there is a 

need to fill the missing values for attribute [11] using either of the following ways. 

 Ignore the tuple usually done when the class label is missing  

 Fill in the missing value manually this approach is time consuming  

 Use a global constant to fill in the missing value. Label like ―Unknown‖ or —∞. 

 Use the attribute mean to fill in the missing value 

 Use the attribute mean for all samples belonging to the same class as the given tuple 

 Use the most probable value to fill in the missing value 

In the original dataset that some attributes contain missing values, as presented in table 4.5 in this 

dataset missing values were observed in nominal variables. The missing values were replaced by 

the most common value of an attribute using mode. Microsoft Excel version 2019 was used for 

handling the missing values.  

No Attribute 

Frequency 

of missing 

value 

Percentage 

of missing 

values  

  

Fill missing value  

1 Employment 73 1% 
the most common values 

using mode 

2 Financial source 80 1% 
the most common values 

using mode 

3 Region  316 3% 
the most common values 

using mode 

4 
Previous study 

Program 
65 1% 

the most common values 

using mode 

 

Table 4.5: Attributes with missing values and replaced by mode 
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4.3.3. Data Transformation  

Data transformation is the process of discretizing continues value. In this page, the continuous 

valued age, Ethiopian higher education entrance examination English/Mathematics result and 

status were discretized as shown in table 4.6, 4.7 and table 4.8 respectively. 

In consultation with domain experts the age ranges of students joined the University are divided 

into N intervals. After completing the discretization process distinct values of the age attribute were 

reduced to 4 from 28 distinct values. 

 

Age Represented value 

19 - 26 Teenager 

27 - 34 Young 

35 - 42 Middle age 

43 - 50 Adult 

 

Table 4.6: Discretized age attribute 

English/Mathematics Represented value 

A Excellent  

B Very Good 

C Good 

D Satisfactory 

F Fail 

 

Table 4.7: Discretized English/Mathematics EHEEE result attribute 

The same was done with status score to convert into the stated success, average and weak.  

Status Represented value 

[2.75 – 4]  Success  

[2.0 -  2.75) Average 

[0.08 – 2.0)  Weak 

Table 4.8: A discretized attribute Status 
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4.3.4. Setting the Attribute Class  

In supervised classification technique predefined classes are required in order to train and test 

classification models. The setting of a predefined class is done intentionally because the 

technique for this study is J48 Decision Tree, PART Rule induction algorithm, Naïve Bayes 

Bayesian, Logistic regression, (SMO) Support Vector Machines and Multilayer Perception 

Neural Network classifications. In order to classify students‘ performance, the target attribute 

selected is status of students, which contains three outcome instances; Success, Average and 

Weak.  

 

Figure 4.1: List of selected attributes in WEKA 3.9.2 explorer window 
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4.3.5. Data Preparation for WEKA Software  

The raw data initially in SQL database extracted to Microsoft Excel 2019 format which is not 

understandable by the WEKA tool. To make such data format understandable by WEKA saved 

the exported Microsoft Excel file is saved as a CSV (Comma Separate Values) file format (see 

figure 4.2) to make ready for an input to WEKA 3.9.2 data mining tool. The last task done to 

make the data format suitable for WEKA tool was converting the CSV file into ARFF (Attribute-

Relation File Format) file format. 

 

Figure 4.2:  Sample CSV format data sets prepared for WEKA 
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CHAPTER FIVE 

EXPERIMENTATION AND EVALUATION 

This chapter discusses the experiments, experimental results and model building shown in the 

study. As mentioned earlier the main objective of this study is to predict higher education 

student‘s performance in data mining classification techniques were applied to develop 

predictive models. Therefore, it is important to conduct different experiments to find the best 

model for solving the problem. Also, different experiments were evaluated their performance 

with the output from the algorithms.  

5.1.  Model Building  

Modeling is one of the tasks undertaken under the phase of hybrid data mining process model. In 

this phase, different techniques can be used for the data mining problems. The tasks include: 

selecting the modeling technique, experimental setup, building a model and evaluating the 

model.    

5.1.1.  Selecting the modeling technique 

In this work an attempt was done to build a model using selected algorithms for classification of 

higher education student‘s performance. To achieve the objectives of this study, six classification 

techniques have been selected for model building.  The analysis was performed using WEKA 

environment. Among the different available classification algorithms in WEKA, J48 algorithms 

from decision tree, PART algorithms from rule induction, Naïve Bayes algorithm from Bayesian, 

Logistic regression algorithm from regression, Sequential Minimal Optimization (SMO) 

algorithm from Support Vector Machines and Multilayer Perception algorithm from Neural 

Network are selected for experimentation.  

The reason for selecting the above algorithms is its popularities in recently published papers, 

easy to understand and interpret the result of the model for the studies. In this study for creating a 

predictive model, total size of 11550 records and 22 attributes including class are used for 

training and testing.  
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5.1.1.1. WEKA Interface  

WEKA is a data mining system developed by the University of Waikato in New Zealand that 

implements data mining algorithms. WEKA is a state-of-the-art facility for developing machine 

learning (ML) techniques and their application to real-world data mining problems. It is a 

collection of machine learning algorithms for data mining tasks. The algorithms are applied 

directly to a dataset. WEKA implements algorithms for data preprocessing, classification, 

regression, clustering, association rules; it also includes a visualization tool [64].  

 

 

  

 

 

 

 

 

Figure 5.1:  WEKA interface 

 

5.1.1.2. Balancing the Dataset 

In class imbalance problems, the number of examples of one class (minority class) is much 

smaller than the number of examples of the other classes, with the minority class being the class 

of greatest interest and that with the biggest error cost from the point of view of learning [65]. 

Therefore, to solve the problem of class imbalance we applied supervised resampling technique 

by changing the default values of (biasToUniformClass (0.0) into (1.0)). As shown in figure 5.2 

after we applied to resample the three dependent classes become equal with each class value 

success, average and weak having 3850 instances. 
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Figure 5.2: Side by side view of the class (left side) Original data; (right side) balanced data. 

 

5.1.1.3. Attribute Ordering  

Since attribute selection is important because in most cases all attributes are not equally useful 

for predicting the target so we need to first evaluate the usefulness of each attribute before 

conducting the experiment of classification in order of this the tried to rank the attribute based on 

information gain. It was calculated based on entropy value of the attribute.  

 

 

 

 

 

 

 



  

69 

 

 

Figure 5.3: output of attribute ranking with information gain 

As show the figure above depict ranked order of attribute based on their relevance for the reason 

that such attributes are very important for later experimentations.  

5.2. Experimental Setup 

The experiment is conducted using the default 10-fold cross validation and 66% percentage split.  

In 10-fold cross validation, the initial data are randomly partitioned into 10 mutually exclusive 

subsets or folds, 1,2,3,4 ...10, each approximately with equal size. The training and testing is 

performed 10 times. In the first iteration, the first fold is reserved as a test set, and the remaining 

9 folds are collectively used to train the classifier. In percentage split the default ratio is 66% for 

training and 34% for testing. 
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5.2.1. Classification Using J48 Decision Tree  

One of the classification techniques applied for building the classification model in this study is 

the J48 algorithm with the default parameter. J48 algorithm contains some parameters such as 

confidence factor, pruning and un-pruning, hanging the generalized binary split decision 

classification that can be changed to further improve classification accuracy as shown in table 

5.1 and in annex 3. 

 

 

 

 

 

 

 

 

Table 5.1: Some of J48 decision tree algorithm parameters with their values 

 

For J48 decision tree four test modes were considered: 

 Experiment 1:  Pruned J48 algorithm with 10 fold cross-validation test option. 

 Experiment 2:  Pruned J48 algorithm using resampling with a 10-fold cross-validation test 

option. 

 Experiment 3: Pruned J48 algorithm with Percentage (%) split test which is train a model 

and then supply the unseen remaining part of the record for testing the performance of the 

model. 

 Experiment 4:  Pruned J48 algorithm using resampling with Percentage (66%) split test 

option. 

Parameters  Default value  

 

Description Types 

binarySplits  False  

 

Whether to use binary splits 

on nominal attributes when 

building trees 

Boolean 

confidenceFactor  0.25 The confidence factor used 

for pruning (smaller values 

incur more pruning) 

Numeric 

minNumObj  2 The minimum number of 

instances per leaf 

Numeric 

unpruned  False  

 

Whether pruning is 

performed 

Boolean 
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5.2.2. Classification Using PART Rule Induction  

The second data mining technique used in this study is PART Rule induction algorithm. PART 

algorithm extracts rules. Due to this reason the algorithm is categorized under classification by 

rule induction. The algorithm builds partial decision trees and reads a path from the root of the 

tree to the leaf to read a rule. The rules are added together to give a complete set of rules. PART 

has almost a similar set of parameters with J48 algorithm that can be adjusted to build better 

model from datasets. Four experiments were conducted using all variables. In the experiment the 

10-fold cross validation and percentage split was used for all experiments. 

 Experiment 1: PART algorithm with 10-fold cross-validation test mode  

 Experiment 2: PART algorithm using resampling with a 10-fold cross-validation test 

mode. 

 Experiment 3: PART algorithm with Percentage (%) split test mode  

 Experiment 4:   PART algorithm using resampling with Percentage (%) split test mode. 

 

5.2.3. Classification Using Naïve Bayes  

The third type of classification technique applied in this study is the Naïve Bayes algorithm. Four 

experiments were conducted using all variables. In the experiment the 10-fold cross validation 

and percentage split was used for all experiments. The Naïve Bayes experiment was designed to 

build the model for predicting student performance and to compare the performance with J48 

algorithm and PART algorithm.  

 Experiment 1: Naïve Bayes algorithm with 10-fold cross-validation test mode  

 Experiment 2: Naïve Bayes algorithm using resampling with a 10-fold cross-validation 

test mode. 

 Experiment 3: Naïve Bayes algorithm with Percentage (%) split test mode  

 Experiment 4:   Naïve Bayes algorithm using resampling with Percentage (%) split test 

mode. 
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5.2.4. Classification Using Logistic Regression  

The fourth type of classification technique applied in this study is the linear regression algorithm. 

Four experiments were conducted using all variables. In the experiment the 10-fold cross 

validation and percentage split was used for all experiments. The linear regression experiment 

was designed to build the model for predicting student performance and to compare the 

performance with others selected algorithms.  

 Experiment 1: linear regression algorithm with 10-fold cross-validation test mode  

 Experiment 2: linear regression algorithm using resampling with a 10-fold cross-

validation test mode. 

 Experiment 3: linear regression algorithm with Percentage (%) split test mode  

 Experiment 4: linear regression algorithm using resampling with Percentage (%) split test 

mode. 

5.2.5. Classification Using Sequential Minimal Optimization 

The fifth type of classification technique applied in this study is the Sequential Minimal 

Optimization algorithm. Four experiments were conducted using all variables. In the experiment 

the 10-fold cross validation and percentage split was used for all experiments. The Sequential 

Minimal Optimization experiment was designed to build the model for predicting student 

performance and to compare the performance with others selected algorithms.  

 Experiment 1: Sequential Minimal Optimization algorithm with 10-fold cross-validation 

test mode  

 Experiment 2: Sequential Minimal Optimization algorithm using resampling with a 10-

fold cross-validation test mode. 

 Experiment 3: Sequential Minimal Optimization algorithm with Percentage (%) split test 

mode  

 Experiment 4: Sequential Minimal Optimization algorithm using resampling with 

Percentage (%) split test mode. 
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5.2.6. Classification Using Multilayer Perception 

The sixth type of classification technique applied in this study is the Multilayer Perception 

algorithm. Four experiments were conducted using all variables. In the experiment the 10-fold 

cross validation and percentage split was used for all experiments. The Multilayer Perception 

experiment was designed to build the model for predicting student performance and to compare 

the performance with others selected algorithms.  

 Experiment 1: Multilayer Perception algorithm with 10-fold cross-validation test mode  

 Experiment 2: Multilayer Perception algorithm using resampling with a 10-fold cross-

validation test mode. 

 Experiment 3: Multilayer Perception algorithm with Percentage (%) split test mode  

 Experiment 4: Multilayer Perception algorithm using resampling with Percentage (%) 

split test mode. 

5.3. Experimental Result 

5.1.1. Experimenting with J48 decision tree 

Four experiments are conducted using J48 decision tree by changing test mode and by applying 

resampling techniques. 

Experiment with J48 decision tree using default 10-fold cross validation 

The first two experiments are conducted with J48 default 10-fold cross validation. The default 

10-fold cross validation test option is employed for training and testing the classification model. 

The result of the experiment 1 shows that the experiment has generated a model with a tree size 

of 671 and 907 leaves. The experiment has generated a model with an accuracy of 81.71%, 

weighted precision of 82.5%, weighted Recall of 81.7%, weighted F-Measure of 81.7% and 

weighted ROC area of 91.8%. From the total instances, 81.71 % are correctly classified and 

18.29% are misclassified. The performance of the two experiments is summarized and presented 

in the table 5.2 below. 
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Table 5.2: Performance result of J48 Decision tree with 10-fold cross validation 

In the second experiment as shown in the above table 5.2, the same number of attributes and 

records are used but the data is balanced using resampling technique. Accordingly, there is an 

improvement of performance with accuracy, weighted precision, weighted F-Measure and 

weighted ROC area of 97.77%, 97.80%, 97.80 and 97.80% respectively. Running information of 

J48 algorithm with 10-fold validation technique is provided on annex-4.  

Experimenting with J48 decision tree using percentage split 

This experiment is performed, by changing the 10-fold cross validation to percentage split of 

66%. The use of this parameter was to assess the performance of the algorithm by changing the 

10-fold cross validation to the default value of the percentage split (66%). The result of 

experiment three and four presented below in table 5.3. 
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3 
J48 pruned 

Percentage (%) split   
80.26% 671 907 0.09 0.803 0.1 0.809 0.803 0.803 0.91 

4 

J48 pruned using 

Resampling 

Percentage (%) split   

97.84% 495 672 0.16 0.978 0.011 0.978 0.978 0.978 0.998 

 Table 5.3: Performance result of J48 Decision tree with percentage split (66%) 
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1 

J48 Pruned with 10 

fold cross-

validation  

81.71

% 
671 907 0.09 0.817 0.09 0.825 0.817 0.817 0.918 

2 

J48 Pruned using 

Resampling with 

10 fold cross-

validation  

97.77

% 
495 672 0.36 0.978 0.011 0.978 0.978 0.978 0.998 
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In experiment three out of the total records 66% of the records are used for training purpose 

while 34% of the records are used for testing purpose. As shown in table 5.3, the model 

developed with this percentage results in 80.26% correctly classified instances and 19.74% 

incorrectly classified instances.  

The fourth experiment is done after resampling the data. As shown in above table 5.3, correctly 

classified instances are 97.84% and the remaining 2.16% are misclassified. Running information 

of J48 algorithm with percentage split of 66% is provided on annex-5 

Generally, from the four experiments conducted before using J48 decision tree, the model 

developed with the percentage split (66%) using resampling technique gives a best classification 

accuracy of 97.84 % predicting performance. Therefore, among the different decision tree 

models built in the foregoing experimentations, the fourth model, with the percentage split (66%) 

using resampling, has been chosen due to its better classification accuracy.  

In the process of building model and finding the best model measures like adjusting the values of 

the parameters were also taken. Experiments carried out by varying the parameters of the 

algorithm, but changing the default parameters was not resulting in a significant change to the 

performance of the model. Therefore the researcher decided to proceeds the experiment by using 

the default parameters. 

5.1.2. Experimenting PART Rule Induction 

We conducted four experiments using PART rule induction by applying 10-fold cross validation 

and percentage split, as well as resampling technique. 

Experiment with PART Rule Induction using default 10-fold cross validation 

To build the PART Rule induction model, 11550 dataset was used as an input. The PART Rule 

induction algorithm with 10-fold cross validation scored an accuracy of 82.71. This result shows 

that out of the total training datasets 82.71 % records are correctly classified instances, and the 

remaining 17.29 % of the records are incorrectly classified. The result of PART Rule induction 
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algorithm using resampling technique and without balancing the dataset with 10-fold cross 

validation is shown in table 5.4 below.  

 

Table 5.4: Performance results of PART Rule Induction with 10 cross validation 

In the second experiment as shown in the above table 5.4, the same number of attributes and 

records are used but the data is balanced using resampling technique. In this case, correctly 

classified instances are 97.48% and the resampling 2.52% are misclassified. Running 

information of PART algorithm with 10-fold validation technique is provided on annex-6.  

Based on the above experiment, PART algorithm using resampling technique with 10 cross 

validation has scored a better accuracy of 97.48 % with weighted precision, weighted F-Measure 

and weighted ROC area of the model were 97.48%, 97.5%, 97.5% and 99.7% respectively than 

PART algorithm without using resampling technique. Therefore, the PART algorithm using 

resampling technique with 10 cross validation been selected for comparing with other classifier 

results.  
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1 

PART Pruned 

with 10 fold 

cross-validation  

82.71

% 

189 0.53 0.827 0.083 0.836 0.827 0.827 0.92

2 

2 

PART Pruned 

using 

Resampling 

with 10 fold 

cross-validation  

97.48

% 

226 0.67 0.975 0.013 0.975 0.975 0.975 0.99

7 
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Experiment with PART Rule Induction using percentage split 

The third and fourth experiment is performed, by changing the default testing option of 10-fold 

cross validation to the percentage split (66%). The outcome of these experiments is presented in 

table 5.5.   

 

Table 5.5: Performance result of PART Rule Induction with percentage split 

As shown in table 5.5, PART rule induction without applying resampling techniques 81.23% 

correctly classified instances, while only 18.77% of the records are incorrectly classified 

instances. On the other hand, PART rule induction using resampling technique with percentage 

split scored an accuracy of 97.17 % while only 2.83% of the records are incorrectly classified 

instances. constructed a model with weighted precision, weighted F-Measure and weighted ROC 

area of the model were 97.2%, 97.2%, 97.2% and 99.5% respectively.  

The resulting confusion matrix, of the PART algorithm using resampling technique with default 

percentage split (66%).  

Generally, after conducting the four experiments using PART rule induction the model 

developed with 10-fold cross validation resampled data registered best classification result of 

97.48%. Therefore, among the different PART rule induction models the second model, with the 

10-fold cross validation using resampling, has been chosen due to its better classification 

accuracy. 
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3 

PART pruned 

Percentage (%) 

split   

81.23

% 

189 0.55 0.812 0.093 0.82 0.812 0.812 0.911 

4 

PART pruned 

using Resampling 

Percentage (%) 

split   

97.17

% 

 226  0.01  0.972      0.014      0.972        0.972      0.972       0.995
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5.1.3. Experimenting Naïve Bayes classification algorithm 

In this case also we conducted four experiments using Naïve Bayes by changing testing modes 

and by applying resampling techniques. 

Experiment with Naïve Bayes using default 10-fold cross validation 

This experiment was conducted using all attributes to build the model with default 10-fold cross 

validation. The Naïve Bayes model built is correctly Classified Instances 53.89 % while only 

46.11% instances were classified incorrectly. constructed a model with weighted precision, 

weighted F-Measure and weighted ROC area of the model were 54.0%, 53.9%, 53.9% and 

72.5% respectively.   

The overall performance of this test has lowered from what has scored in the previous 

experiment of J48 decision tree and PART rule induction.  
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1 

Naïve Bayes Pruned 

with 10 fold cross-

validation  

53.89 

% 

0 0.539     0.255     0.540       0.539     0.539       0.725      

2 

Naïve Bayes Pruned 

using Resampling 

with 10 fold cross-

validation  

52.34 

% 

0.05 0.523 0.238     0.528       0.523     0.513       0.717      

 

Table 5.6: Performance result of Naïve Bayes with default 10-fold cross validation  

As shown in the above table 5.6, the second experiment conducted Naïve Bayes using 

resampling technique with 10-fold cross validation scored an accuracy of 52.34 %. This result 

shows that out of the total training datasets 52.34 % records are correctly classified instances and 

remaining 47.66% of the records are incorrectly classified instances. constructed a model with 

weighted precision, weighted F-Measure and weighted ROC area of the model were 52.8%, 

52.3%, 52.3% and 71.7% respectively.   
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Based on the above experiment, Naïve Bayes algorithm with 10 cross validation has scored a 

better accuracy than Naïve Bayes algorithm using resampling technique with 10 cross validation. 

Running information of Naïve Bayes algorithm with 10-fold validation technique is provided on 

annex-7. 

Experiment with Naïve Bayes using percentage split 

This experiment is performed, by changing the default testing option of 10-fold cross validation 

to the percentage split (66%). The Naïve Bayes model built is correctly Classified Instances 

53.88 % and 46.12% instances are classified incorrectly. constructed a model with weighted 

precision, weighted F-Measure and weighted ROC area of the model were 54.1%, 53.9%, 53.9% 

and 71.6% respectively.  The outcome of this experiment is presented in table 5.7.   

 

Table 5.7: Performance result of Naïve Bayes algorithm with default percentage split 

As shown in the above table 5.7, the Fourth experiment conducted Naïve Bayes using resampling 

technique with percentage split scored an accuracy of 52.10 %. This result shows that out of the 

total training datasets 52.10 % records are correctly classified instances and remaining 47.89% of 

the records are incorrectly classified instances. constructed a model with weighted precision, 

weighted F-Measure and weighted ROC area of the model were 52.9%, 52.1%, 51.1% and 

71.7% respectively.   
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3 

Naïve Bayes 

pruned Percentage 

(%) split   

53.88 % 0.05 0.539     0.251     0.541       0.539     0.539       0.716      

4 

Naïve Bayes 

pruned using 

Resampling 

Percentage (%) 

split   

52.10 % 0.05 0.521     0.238     0.529       0.521     0.511       0.717      
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Based on the above experiment, Naïve Bayes algorithm with percentage split (66%) has scored a 

best result of 53.89% than Naïve Bayes algorithm using resampling technique with percentage 

split (66%). Therefore, among the different Naïve Bayes models the first model; with the 10-fold 

cross validation has been chosen due to its better classification accuracy. 

5.1.4.Experimenting Logistic Regression classification algorithm 

In this case also we conducted four experiments using logistic regression by changing testing 

modes and by applying resampling techniques. 

Experiment with Logistic Regression using default 10-fold cross validation 

This experiment was conducted using all attributes to build the model with default 10-fold cross 

validation. The logistic regression model built is correctly Classified Instances 62.23 % while 

only 37.76% instances were classified incorrectly. constructed a model with weighted precision, 

weighted F-Measure and weighted ROC area of the model were 62.5%, 62.2%, 41.0% and 

67.2% respectively.  The overall performance of this test has lowered from what has scored in 

the previous experiment of J48 decision tree.  

 

Table 5.8: Performance result of Logistic Regression with default 10-fold cross validation  

As shown in the above table 5.8, the second experiment conducted logistic regression using 

resampling technique with 10-fold cross validation scored an accuracy of 64.35 %. This result 

shows that out of the total training datasets 64.35 % records are correctly classified instances and 

remaining 35.64% of the records are incorrectly classified instances. constructed a model with 
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1 

Logistic regression 

Pruned with 10 fold 

cross-validation  

62.23

% 
8 sec 0.622 0.217 0.625 0.622 0.410 0.672 

2 

Logistic regression  

Pruned using 

Resampling with 10 

fold cross-validation  

64.35

% 
9.97 0.644 0.178 0.643 0.644 0.465 0.731 
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weighted precision, weighted F-Measure and weighted ROC area of the model were 64.3%, 

64.4%, 46.5% and 73.1% respectively.   

Based on the above experiment, logistic regression algorithm with 10 cross validation has scored 

a better accuracy than logistic regression algorithm using resampling technique with 10 cross 

validation.  

Experiment with Logistic Regression using percentage split 

This experiment is performed, by changing the default testing option of 10-fold cross validation 

to the percentage split (66%). The logistic regression model built is correctly Classified Instances 

62.10 % and 37.89% instances are classified incorrectly. constructed a model with weighted 

precision, weighted F-Measure and weighted ROC area of the model were 62.1%, 62.1%, 40.7% 

and 67.3% respectively.  The outcome of this experiment is presented in table 5.9.   
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3 

Logistic regression 

pruned Percentage (%) 

split  

62.10% 0.03 0.621 0.218 0.621 0.621 0.407 0.673 

4 

Logistic regression 

pruned using 

Resampling 

Percentage (%) split   

64.65% 0.02 0.647 0.176 0.646 0.647 0.470 0.738 

 

Table 5.9: Performance result of Logistic Regression algorithm with default percentage split 

As shown in the above table 5.9, the Fourth experiment conducted logistic regression using 

resampling technique with percentage split scored an accuracy of 64.65 %. This result shows that 

out of the total training datasets 64.65 % records are correctly classified instances and remaining 

35.34% of the records are incorrectly classified instances. constructed a model with weighted 

precision, weighted F-Measure and weighted ROC area of the model were 64.6%, 64.7%, 47.0% 

and 73.8% respectively.   
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Based on the above experiment, logistic regression algorithm using resampling technique with 

percentage split (66%) has scored a best result of 64.65% than logistic regression algorithm with 

percentage split (66%). Therefore, among the different logistic regression models the first model, 

with the percentage split (66%) using resampling, has been chosen due to its better classification 

accuracy. Running information of logistic regression algorithm with percentage split (66%) 

technique is provided on annex-8. 

5.1.5. Experimenting Sequential Minimal Optimization classification 

algorithm 

In this case also we conducted four experiments using Sequential Minimal Optimization by 

changing testing modes and by applying resampling techniques. 

Experiment with Sequential Minimal Optimization using default 10-fold cross 

validation 

This experiment was conducted using all attributes to build the model with default 10-fold cross 

validation. The Sequential Minimal Optimization model built is correctly Classified Instances 

62.46 % while only 37.54 % instances were classified incorrectly. constructed a model with 

weighted precision, weighted F-Measure and weighted ROC area of the model were 63.1%, 

62.5%, 62.4% and 74.6% respectively.   

 

Table 5.10: Performance result of SMO with default 10-fold cross validation  
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1 

Sequential Minimal 

Optimization Pruned 

with 10 fold cross-

validation  

62.458

9 % 
446.8

9 sec 
0.625     0.221     0.631       0.625     0.624       0.746      

2 

Sequential Minimal 

Optimization Pruned 

using Resampling 

with 10 fold cross-

validation  

67.116

9 % 

 

545.6

1 sec 

 

0.671     0.164     0.671       0.671     0.671       0.792      
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As shown in the above table 5.10, the second experiment conducted Sequential Minimal 

Optimization using resampling technique with 10-fold cross validation scored an accuracy of 

67.11%. This result shows that out of the total training datasets 67.11 % records are correctly 

classified instances and remaining 32.88% of the records are incorrectly classified instances. 

constructed a model with weighted precision, weighted F-Measure and weighted ROC area of 

the model were 67.1%, 67.1%, 67.1% and 79.2% respectively.   

Based on the above experiment, Sequential Minimal Optimization algorithm with 10 cross 

validation has scored a better accuracy than Sequential Minimal Optimization algorithm using 

resampling technique with 10 cross validation.  

Experiment with Sequential Minimal Optimization using percentage split 

This experiment is performed, by changing the default testing option of 10-fold cross validation 

to the percentage split (66%). The Sequential Minimal Optimization model built is correctly 

Classified Instances 61.49 % and 38.5% instances are classified incorrectly. constructed a model 

with weighted precision, weighted F-Measure and weighted ROC area of the model were 62.6%, 

61.5%, 61.4% and 74.0% respectively.  The outcome of this experiment is presented in table 

5.11.   
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3 

Sequential Minimal 

Optimization pruned 

Percentage (%) split  

61.4973 

% 

470.0

5 sec 

 

0.615     0.231     0.626       0.615     0.614       0.740      

4 

Sequential Minimal 

Optimization pruned 

using Resampling 

Percentage (%) split   

67.125  

% 

13409

.4 sec 
0.671     0.165     0.670       0.671     0.669       0.795      

 

Table 5.11: Performance result of SMO algorithm with default percentage split 
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As shown in the above table 5.11, the Fourth experiment conducted Sequential Minimal 

Optimization using resampling technique with percentage split scored an accuracy of 67.12 %. 

This result shows that out of the total training datasets 67.12 % records are correctly classified 

instances and remaining 32.87% of the records are incorrectly classified instances. constructed a 

model with weighted precision, weighted F-Measure and weighted ROC area of the model were 

67.1%, 67.1%, 66.9% and 79.5% respectively.   

Based on the above experiment, Sequential Minimal Optimization algorithm using resampling 

technique with percentage split (66%) has scored a best result of 67.12% than Sequential 

Minimal Optimization algorithm with percentage split (66%). Therefore, among the different 

Sequential Minimal Optimization models the first model, with the percentage split (66%) using 

resampling, has been chosen due to its better classification accuracy. Running information of 

Sequential Minimal Optimization algorithm with percentage split (66%) technique is provided 

on annex-9. 

5.1.6. Experimenting Multilayer Perception classification algorithm 

In this case also we conducted four experiments using Multilayer Perception by changing testing 

modes and by applying resampling techniques. 

Experiment with Multilayer Perception using default 10-fold cross validation 

This experiment was conducted using all attributes to build the model with default 10-fold cross 

validation. The Multilayer Perception model built is correctly Classified Instances 81.79 % while 

only 18.20 % instances were classified incorrectly. constructed a model with weighted precision, 

weighted F-Measure and weighted ROC area of the model were 82.4%, 81.8%, 81.8% and 

92.1% respectively.   
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Table 5.12: Performance result of Multilayer Perception with default 10-fold cross validation  

As shown in the above table 5.12, the second experiment conducted Multilayer Perception using 

resampling technique with 10-fold cross validation scored an accuracy of 97.80 %. This result 

shows that out of the total training datasets 97.80 % records are correctly classified instances and 

remaining 2.19% of the records are incorrectly classified instances. constructed a model with 

weighted precision, weighted F-Measure and weighted ROC area of the model were 97.8%, 

97.8%, 97.8% and 99.6% respectively.   

Based on the above experiment, Multilayer Perception algorithm with 10 cross validation has 

scored a better accuracy than Multilayer Perception algorithm using resampling technique with 

10 cross validation.  

Experiment with Multilayer Perception using percentage split 

This experiment is performed, by changing the default testing option of 10-fold cross validation 

to the percentage split (66%). The Multilayer Perception model built is correctly Classified 

Instances 80.21 % and 19.78 % instances are classified incorrectly. constructed a model with 

weighted precision, weighted F-Measure and weighted ROC area of the model were 80.8%, 

80.2%, 80.3% and 91.5% respectively.  The outcome of this experiment is presented in table 

5.13.   
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1 

Multilayer Perception 

Pruned with 10 fold 

cross-validation  

81.792

2 % 

466.3

9 sec 

 

0.818 0.090 0.824 0.818 0.818 0.921 

2 

Multilayer Perception  

Pruned using 

Resampling with 10 

fold cross-validation  

97.8 % 

 

532.0

8 sec 0.978 0.011 0.978 0.978 0.978 0.996 
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3 

Multilayer Perception 

pruned Percentage (%) 

split  

80.2139 

% 

470.4 

sec 

 

0.802     0.102 
    

0.808       
0.802     0.803       0.915 

4 

Multilayer Perception 

pruned using 

Resampling 

Percentage (%) split   

97.5809 

% 

459.3 

sec 
0.976 0.012 0.976 0.976 0.976 0.992 

 

Table 5.13: Performance result of Multilayer Perception algorithm with percentage split 

 

As shown in the above table 5.13, the Fourth experiment conducted Multilayer Perception using 

resampling technique with percentage split scored an accuracy of 97.58 %. This result shows that 

out of the total training datasets 97.58 % records are correctly classified instances and remaining 

2.41% of the records are incorrectly classified instances. constructed a model with weighted 

precision, weighted F-Measure and weighted ROC area of the model were 97.6%, 97.6%, 97.6% 

and 99.2% respectively.   

Based on the above experiment, Multilayer Perception algorithm using resampling technique 

with percentage split (66%) has scored a best result of 97.58% than Multilayer Perception 

algorithm with percentage split (66%). Therefore, among the different Multilayer Perception 

models the first model, with the percentage split (66%) using resampling, has been chosen due to 

its better classification accuracy. Running information of Multilayer Perception algorithm with 

10-fold cross validation technique is provided on annex-10. 
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5.4. Comparison of Classification Models 

Selecting a better classification technique for building a model, which performs best in the 

prediction of students‘ performance are one of the aims of this study. For that reason, six 

classification techniques i.e. Decision Tree, Rule Induction, Bayesian, Regression, Support 

Vector Machine and Neural Network were applied. Six algorithms were selected for the 

implementation of classification modeling namely; J48, PART, Naïve Bayes, Logistic 

Regression, Sequential Minimal Optimization and Multilayer Perception. Then, four experiments 

were conducted for each algorithm, and the obtained results were compared. For each algorithm, 

the best model with heights accuracy is selected and presented in table 5.14 below. 

Type of 

algorithm 

Test mode Accuracy Recall  Precision F-

Measure 

ROC 

J48 decision 

tree 

Percentage split (66%) 

using resampling 

Technique 

97.84% 97.80% 97.80% 97.80% 97.80% 

PART rule 

induction 

10 fold cross validation 

using resampling 

Technique 

97.48% 97.50% 97.5% 97.50% 99.7% 

Naïve Bayes 10 fold cross validation 

without using 

resampling Technique 

53.89% 53.9% 54.0% 53.9% 72.5% 

Logistic 

regression 

Percentage split (66%) 

using resampling 

Technique 

64.65% 64.7% 64.6% 47.0% 73.8% 

Sequential 

Minimal 

Optimization 

Percentage split (66%) 

using resampling 

Technique 

67.12% 67.0%       67.1     66.9% 79.5%      

Multilayer 

Perceptron 

10 fold cross validation 

using resampling 

Technique 

97.80% 97.8 % 97.8 % 97.8 % 99.6% 

Table 5.14: Performance Comparison of the selected models  
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As it is shown in above Table 5.14, among the six algorithms J48 tree algorithm using 

resampling technique with percentage split (66%) performed the highest accuracy of 97.84%. As 

a result, we selected the result of J48 decision tree with percentage split and using resampling 

technique as a final model for the study.  

The confusion matrix of the selected model of J48 decision tree algorithm using resample 

technique is shown in table 5.15 below. 

 

 

 

 

 

Table 5.15: Confusion Matrix for J48 algorithm using resampling with percentage split  

There is a lot to be learned from closely examining the errors made by a classification model. 

These errors represent the difference between what the model predicts and what the actual 

outcome turns out to be in the real world. Whenever a model turns out to be worth considering 

for application, the next step is to examine why classification errors occur in the test dataset. 

Sometimes, the predicted and actual value may differ in predicting a record to a certain class 

label. The classifier mostly predicts the records into a certain class as there are similar attributes 

that lie in the same class boundary.  

The confusion matrix of the final model for the study is shown in table 5.15 above. Accordingly, 

it shows that out of 3927 instances 1313 instances are correctly classified as Success, 1287 

instances are correctly classified as Average and 1242 instances are classified as Weak. This 

classifier incorrectly classified  7 instances as Average and 18 instances as Weak while in fact, 

they belong to Success; incorrectly classified 3 instances as Success, 16 instances as Weak while 

in fact, they belong to Average and incorrectly classified 5 instances as Success, 36 instances as 

Average while in fact, they belong to Weak. The reason for the misclassification of the three 

classes was if success status occurs there is also a possibility that average or weak status to have 

occurred. 

=== Confusion Matrix === 

 

A B C classified as 

1313     7    18 A = Success 

3 1287 16 B = Average 

5    36 1242 C = Weak 
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5.5. Generated Rules from Decision Trees 

In this study from the model developed in the above mentioned experiments, J48 classifier with 

default percentage split (66%) and resampling have achieved relatively the highest accuracy in 

most of performance evaluation criteria compared to PART, Naïve Bayes, Logistic Regression, 

Sequential Minimal Optimization and Multilayer Perception algorithms. Therefore, the model 

generated by J48 classifier with all attributes was selected as the model that can predict student 

performance. 

J48 decision tree generated 495 rules for predicting student performance; the following 12 rules 

were found interesting rules extracted. Therefore, those rules selected based on the discussion 

with the domain expert and have the highest accuracy selected. The numeric values which 

appeared in the bracket next to the class label indicate the number of correctly and incorrectly 

classified records, respectively. Hence, rules generated by the model are interpreted as follows. 

Rule 1: IF Previous study Field = No and Number of Common Course per semester = Zero and 

Marital status = Single and Number of Supportive Course per semester = Zero and Type of 

Institution Attended = Government and Gender = M and Year = Two: Success (129.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and not taken common course and supportive course in the semester and marital status 

is single and student attended High School in Government school and gender is male and year of 

attended is two then the student performance is Success.   

Rule 2: IF Previous study Field = No and Number of Common Course per semester = Zero and 

Marital status = Single and Number of Supportive Course per semester = Zero and Type of 

Institution Attended = Addis Ababa Private and Division = Extension and Total course per 

semester = Three: Average (116.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and not taken common course and supportive course in the semester and marital status 

is single and student attended High School in Addis Ababa private school and division is 

Extension and total number of course per semester three given then the student performance is 

Average.   



  

90 

 

Rule 3: IF Previous study Field = No and Number of Common Course per semester = Zero and 

Marital status = Married and Number of Major Course per semester = Three and Financial 

source = Self Sponsored: Success (182.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and not taken common course and marital status is married and three major course 

given per semester and financial source is self-sponsored then the student performance is 

Success.   

Rule 4: IF Previous study Field = No and Number of Common Course per semester = One and 

Year = Two and EHEEE GPA = Good and Type of Institution Attended = Addis Ababa 

Government and Mathematics = Satisfactory and Age = Teenager: Success (130.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and one common course taken per semester and year of attended is two and EHEEE 

GPA is good and student attended high school in Addis Ababa government and mathematics is 

satisfactory and age of the student is teenager then the student performance is Success.   

Rule 5: IF Previous study Field = No and Number of Common Course per semester = One and 

Year = One and EHEEE Year taken = Seven Subject and Number of Supportive Course per 

semester = Two and Mathematics = Good and Financial source = Parent Sponsored and Type of 

Institution Attended = Addis Ababa Government and Gender = F and English = Very good: 

Average (192.0/45.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and one common course given per semester and two supportive course in the semester 

given and EHEEE year taken seven subject and mathematics have good result and financial 

source is parent sponsored and high school attended in Addis Ababa Government School and 

gender is female and English result is very good then the student performance is Average.   

Rule 6: IF Previous study Field = No and Number of Common Course per semester = Two and 

Number of Major Course per semester = Two and EHEEE GPA = Good and English = Good and 

Gender = F and Age = Age Two and Financial source = Parent Sponsored: Weak (126.0) 
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This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and two common course given per semester and two major course in the semester 

given and EHEEE GPA result good and English have good result and gender is female age is 

age two and financial source is parent sponsored then the student performance is Weak.   

Rule 7: IF Previous study Field = No and Number of Common Course per semester = Two and 

Number of Major Course per semester = Two and EHEEE GPA = Good and English = Good and 

Gender = F and Age = Age One and Financial source = Parent Sponsored: Average (185.0/43.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and two common course given per semester and two major course in the semester 

given and EHEEE GPA result good and English have good result and gender is female age is 

age two and financial source is parent sponsored then the student performance is Average.   

Rule 8: IF Previous study Field = No and Number of Common Course per semester = Three and 

EHEEE GPA = Good: Weak (572.0) 

This rule indicates that if the student doesn’t have previous study (doesn’t have degree or 

diploma) and three common course given per semester and EHEEE GPA is good then the 

student performance is Weak.   

Rule 9: IF Previous study Field = Teaching and Previous study GPA = Satisfactory: Success 

(152.0) 

This rule indicates that if the students have Teaching in previous study field and previous study 

GPA is Satisfactory the Success.   

Rule 10: IF Previous study Field = Health: Success (85.0) 

This rule indicates that if the students have Health in previous study field then the student 

performance is Success.   

Rule 11: IF Previous study Field = IT and Number of Supportive Course per semester = Zero 

and EHEEE Year taken = Old Twelve: Average (97.0) 

This rule indicates that if the students have IT in previous study field and not given supportive 

course per semester and year EHEEE taken old twelve then the student performance is Average.   



  

92 

 

Rule 12: IF Previous study Field = Engineering: Average (18.0/1.0) 

This rule indicates that if the students have Engineering in previous study field then the student 

performance is Average.   

5.6. Discussion on Major Findings 

From the generated rules it is observed that the most determinant factors are previous study field, 

number of common course per semester, total course per semester, year, financial source, 

number of supportive course per semester, previous study GPA, previous study institution 

attended, previous study program and number of major course per semester. 

The first factor identified in this study is Previous study Field; Students come to the classroom 

with a broad range of prior knowledge experience, skills, beliefs, and attitudes, which influence 

how they attend, interpret and organize incoming information.  

Other factors identified in this study are total course per semester, number of major course per 

semester, number of common course per semester, and number of supportive course per 

semester; less academic load during in the semester give result in greater student success. 

Academic load is measured in terms of credit load and course difficulty. The possibilities that 

weaker students might be more successful with lighter credit loads or those stronger students 

might be more successful with more difficult courses.  

Attribute Year is also identified as the major factor that determine student performance. Those 

who join universities leave their homes and their families for the first time and prepare to face 

new experiences. Therefore, they might miss their families and friends. They might also face 

difficulties to manage their lives and to familiarize themselves with the new atmosphere. Student 

experience may improve over time. 

The study also identified financial sources as factors that affect student performance. The self-

sponsored students are more satisfied than those that get their money from their parents. Those 

who invest their own money should have a higher level of motivation for attending. Parents are 

not financially stable; students worried about money, this financial worry may affect their 

academic performance. 
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The findings observed in the interpreted rules shows that attributes like the use of other than 

marital status, religion, employment and gender have less effect on student performance.  

The related research works concerning the issue of student performance. The study conducted by 

[9] the research findings indicated that EHEECE (Ethiopian Higher Education Entrance 

Certificate Examination) result, Sex, Number of students in a class, number of courses given in a 

semester, and field of study are the major factors affecting the student performances. 

The other research work was done by [44], also showed that PSGPA (preparatory school grade 

point average result), EUEE (Ethiopian university entrance examination result), FCI (field choice 

interest), FYFSA (first year first semester academic achievements) and FYSSA (first year second 

semester academic achievements) are the major factors behind students‘ performance.  

In general, under this study depending on the knowledge generated by the decision tree J48 

algorithm, it has been found that previous study (previous GPA, attended University, study 

program) number of courses given in per semester (Major courses, common courses and 

supportive courses given per semester) financial sources and Academic year become a new 

finding that the other researcher didn‘t consider it. 

5.7. Use of Knowledge 

After evaluating the discovered knowledge, the last step is the use of this knowledge for 

determining student performance. In this step, the knowledge discovered is incorporated into 

performance system and take this action based on the discovered knowledge.  

The development of a graphical user interface in this study was done using Java. This graphical 

user interface was developed based on the model generated by J48 decision tree classifier with 

pruned parameter and with all attributes. The rules used by the studies to design the graphical 

user interface for predicting the student‘s performance are used. This prototype prediction model 

can be used for predicting student‘s performance based on the rules generated by J48 classifier. 

A sample result is shown in Figure 5.4 shown in below. 
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 Figure 5.4:  Sample result of the prototype  

5.7.1.  Users Evaluation Result 

The researcher developed a user interface prototype to predict higher education students‘ 

performance, based on the objective to check the validity of the interface. Six domain experts 

have been asked to give feedback on five point scale ranging from excellent (5) to poor (1) and 

the researcher discusses with each of the experts about the interface for prediction of higher 

institution students‘ performance. Table 5.16 below presents a summary of user acceptance 

testing results. 
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Questionnaires Excellent     

(5) 

Very Good 

(4) 

Good 

(3) 

Satisfactory 

(2) 

Poor 

(1) 

Effectiveness: 

 Is the prediction completeness?  

 Is the prediction produces a 

desired result? 

 Are you satisfied with the 

prediction result? 

 

 

50% 

 

 

25% 

 

 

25% 

 

 

- 

 

 

- 

 

 

50% 

 

 

25% 

 

 

25% 

 

- 

 

- 

 

75% 

 

25% 

 

- 

 

- 

 

- 

Efficiency:  

 Are the prediction taken less 

times? 

 Is the prediction saves energy 

& materials? 

 

   

    75% 

 

 

- 

 

 

- 

 

 

25% 

 

 

- 

 

75% 

 

25% 

 

- 

 

- 

 

- 

Engaging: 

 Is the prediction user interface 

likeable? 

 

 

75% 

 

 

25% 

 

 

- 

 

 

- 

 

 

- 

Easy to Learn: 

 Is the prediction easy to learn? 

 Is the prediction system User 

friendly? 

 

 

25% 

 

 

50% 

 

 

25% 

 

 

- 

 

 

- 

 

 

75% 

 

 

25% 

 

 

- 

 

 

- 

 

 

- 

Table 5.16: Summary of users‘ response on the prototype 

As shown in Table 5.16 above; most of the respondents have positive feedback towards the 

validity of the prototype. In the case of effectiveness, they revealed that this prediction model 

produces the desired result, but in order to make it perfect other factors could better be included 

for improvement is suggested by domain expert.  

In this research, efficiency is considered as a time taken to predict student performance by taking 

inputs from the user. Majority of domain experts that account for 75% responded the prototype is 

much efficient. 25% respondents give satisfactory because they stated that student performance 

analysis must be perfect because it has a significant impact on the students that might need 

special attention to get better performance. 
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As discussed before this experiment registers a better performance of 97.84% accuracy with J48 

decision tree algorithm. Making a user interface attractive and easy to use domain experts 

satisfies with the interface design and we prepare sample screenshots on the document.  

During the discussion with expert, they reveal that our prediction model was easy to learn, and it 

is easier to remember. They also agreed that the prediction model was user-friendly and it is 

clearer. The newly developed system is a simple and manageable one. There is no need for 

advanced computer training for managing the user interface. 

In this research, we introduced new trends for St. May‘s University to use the historical 

institutional students‘ records for determining students‘ status by applying data mining 

technique. Respondents suggested that predicting student status is a new technique that the 

university didn‘t use before. Therefore St. Mary‘s University can use this system to effectively 

identify students‘ status. To improve the prototype they suggested that, if other factors and 

another feature also be included it will be better.  
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CHAPTER SIX  

CONCLUSION AND RECOMMENDATION 

6.1. Conclusion 

In higher education institutions learning curriculum or process doesn‘t have a special concern to 

renovate student performance by showing students back history. The main focus of teaching-

learning is just given learning to acquire knowledge. This type of process has done for a long 

period of time and not gives the necessary information in resolving students learning problem. 

Educational data mining (EDM) is an emerging field for high quality research that mines large 

data sets in order to answer educational research questions that shed light on the learning 

process. EDM has been concerned with developing methods for exploring unique and 

increasingly large scale data that come from educational settings and using those methods to 

better understand students and the settings which they learn in. The main objective of this 

research is to identify important and interesting patterns from the academic history of the 

students‘ records that can enable students‘ performance in higher education. 

In this research, the methodology employed was Hybrid Data mining process model; it involves 

six steps and the researcher thoroughly passes through all the steps and iterated as needed. The 

study was conducted using WEKA software version 3.9.2 and six data mining algorithms for 

classification techniques. A total of 11550 datasets, 21 attributes and 1 outcome variable were 

used to build the model. Several experiments were conducted in order to build models that can 

predict student‘s performance in higher education. 

Different experiments are conducted using J48 decision tree algorithm, PART rule induction, 

Naïve Bayes, Logistic Regression, Sequential Minimal Optimization and Multilayer Perception 

algorithm using 10- fold cross validation and percentage split. The experimental result shows 

that J48 decision tree algorithm outperforms with an accuracy of 97.84%. 
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Based on, the extracted hidden pattern using J48 algorithm, previous study field, number of 

common course per semester, total course per semester, year, financial source, number of 

supportive course per semester, previous study GPA, previous study institution attended, 

previous study program and number of major course per semester are identified as the major 

finding factors of student status. 

The strength of this study is an achievement of all the stated goals, Data mining goal was to 

identify major attributes that contributes to students‘ performance the study has identified and 

selected 10 attributes that are significant in predicting student performance. To design a 

predictive model Data mining techniques are more appropriate to predict students‘ performance. 

The selected model built with J48 classier was able to answer this question by predicting 97.84% 

of the cases correctly and develop a prototype of the student performance prediction interface. 

Understanding of the problem some attributes not considered due to data completeness and 

missing values found in the dataset are the challenge of this study. 

6.2. Recommendations 

This research work is conducted mainly for academic achievement. However, the researcher 

strongly believes that the findings of the study can be used by the concerned organizations to 

further investigate. Based on the findings obtained from the research, the researcher makes the 

following recommendation.  

 

 In this study work, using some set of attributes that were considered more important by 

domain experts. However, understanding of the problem shows that there are attributes 

that are missing from the database. Recording important variables might help for decision 

making variables such as assignment mark, quizzes, lab work, class test, class attendance, 

partners‘ occupation, partners‘ education level, family size, disability, instructors 

performance, social interaction network, psychometric factor, study habits. Hence, higher 

institutions should have to make their database and data warehouse with better quality 

and stronger for educational data mining. 
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 In this research, the researcher use only St. Mary‘s University data; however further 

investigation is needed by including the other higher institution data.  

 This study has attempted to apply DM techniques on student‘s data but it could also be 

applied in other education areas for decision making and problem solving concerning the 

quality of education, student placement etc. 

 Education planners together with other interested parties should use the proposed 

potential set of attributes to design good and suitable plans to solve student academic 

weakness.  

 In order to design an intelligent system integration of the discovered classification rules 

with knowledge-based system is need for the future.  
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ANNEXES 

Annex-1: The original collected sample data 
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Annex-2: Statistical summary of the selected attributes  

No.    Variables 
Instances 

Frequency 
Percent 

(%) 

1 Division Extension 5526 47.84 

    Regular 6024 52.16 

2 Gender M 4409 38.17 

    F 7141 61.83 

3 Age Age One 3821 33.08 

    Age Two 6202 53.70 

    Age Three 1377 11.92 

    Age Four 150 1.30 

4 Year One 4405 38.14 

    Two 3725 32.25 

    Three 2474 21.42 

    Four 946 8.19 

5 Total course per semester Two 1185 10.26 

    Three 1336 11.57 

    Four 3009 26.05 

    Five 1456 12.61 

    Six 3973 34.40 

    Seven 591 5.12 

6 
Number of Major Course per 

semester 
Two 4027 34.87 

    Three 5008 43.36 

    Four 797 6.90 

    Five 1062 9.19 

    Six 656 5.68 

7 
Number of Supportive Course per 

semester 
Zero 4563 39.51 

    One 3992 34.56 

    Two 2924 25.32 

    Three 71 0.61 

8 
Number of Common Course per 

semester 
Zero 6135 53.12 

    One 3525 30.52 

    Two 1164 10.08 

    Three 726 6.29 

9 Marital status Single 10625 91.99 
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    Married 812 7.03 

    Divorced 113 0.98 

10 Employment Yes 5453 47.21 

    No 6097 52.79 

11 
Financial source 

Organization 

Sponsor 
409 3.54 

  
  

Parent 

Sponsored 
6577 56.94 

    Self-Sponsored 4557 39.45 

    Scholarship 7 0.06 

12 Region Addis Ababa 9800 84.85 

    SNNP 318 2.75 

    Amhara 568 4.92 

    Tigray 164 1.42 

    Oromia 601 5.20 

    Harari 28 0.24 

    Dire Dawa 17 0.15 

    Somali 43 0.37 

    Afar 2 0.02 

    Gambella 9 0.08 

 

13 High School Attended 

Addis Ababa 

Government 
7545 65.32 

    Government 1714 14.84 

  
  

Addis Ababa 

Private 
2291 19.84 

14 English Excellent 1824 15.79 

    Very good 3509 30.38 

    Good 6078 52.62 

    Satisfactory 139 1.20 

15 Mathematics Excellent 586 5.07 

    Very good 1831 15.85 

    Good 6906 59.79 

    Satisfactory 2203 19.07 

    Fail 24 0.21 

16 Year EHEEE taken Five Subject 4061 35.16 

    Seven Subject 5765 49.91 

    Old Twelve 1724 14.93 

17 EHEEE GPA Excellent 188 1.63 
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    Very good 403 3.49 

    Good 7390 63.98 

    Satisfactory 1343 11.63 

    Old Twelve 1724 14.93 

    Grade Ten 502 4.35 

18 Previous study institution attended No 9720 84.16 

  
  

Private 

University 
944 8.17 

  
  

Government 

TVET College 
316 2.74 

  
  

Government 

University 
570 4.94 

19 Previous study Field No 9689 83.89 

    Business 1411 12.22 

    Teaching 190 1.65 

    Health 85 0.74 

    IT 157 1.36 

    Engineering 18 0.16 

20 Previous study Program No 9681 83.82 

    Diploma 1183 10.24 

    Degree 686 5.94 

21 Previous study GPA No 9697 83.96 

    Excellent 31 0.27 

    Very good 717 6.21 

    Good 447 3.87 

    Satisfactory 658 5.70 

22 Status Success 3850 33.33 

    Average 3850 33.33 

    Weak 3850 33.33 
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Annex-3: Parameter settings of the J48 used in conducting the experiments 
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Annex-4: The snapshot running information of J48 algorithm using resampling 

technique with 10-fold validation technique 
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Annex-5: The snapshot running information of J48 algorithm using resampling 

technique with percentage split 66% technique 
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Annex-6: The snapshot running information of PART algorithm using 

resampling technique with 10-fold validation technique 
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Annex-7: The snapshot running information of Naive Bayes algorithm with 10-

fold validation technique 
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Annex-8: The snapshot running information of Logistic Regression technique 

using resampling technique with percentage split 66% technique 
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Annex-9: The snapshot running information of Sequential Minimal Optimization 

technique using resampling technique with percentage split 66% technique 
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Annex-10: The snapshot running information of Multilayer Perceptron 

techniques using resampling technique with 10 fold cross validation technique 

 


