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Abstract 

Limiting intrusive customs examinations is recommended under the revised Kyoto Convention. 

It is also a proposal discussed in the context of World Trade Organization (WTO) trade 

facilitation negotiations. To  limit  these  intrusive  examinations,  the  more  modern  

governments  now  intervene  at  all  stages  of the customs chain, using electronic data exchange 

and risk analysis, and focusing their resources on a posteriori inspection. 

The  Ethiopian  Revenues  and  Customs  Authority (ERCA) is  one  of  the  pioneers  in  

implementing risk management in its customs processing. There is huge amount of data is being 

stored and processed daily activity for risk management. Just like other developing countries’ 

customs office , it does not properly utilize its vast data records in a way that enables it to extract 

pattern and regularities important for forecasting problems related to risk in advance and take 

appropriate action. The Ethiopian revenue and customs authority is currently using Statistical 

calculation but mainly manual risk management scheme for selectivity for risk analysis as part of 

a process of putting analytics at the core of its business processes. 

The problem is to be able to handle this huge amount of data and information in such a way that 

they can identify what is important and be able to extract it from the accumulated data. It is too 

complex and voluminous to be processed and analyzed by traditional methods. Now a day, data 

mining technology is being used as a tool that provides the techniques to transform these mounds 

of data into useful information which in turn enables to derive knowledge for decision making. A 

number of data mining techniques and tools are available to perform this task. The researcher 

considered selective techniques and tools which were used to explore the prevalence of Custom 

risk channel assignment and develop classification and prediction models. 

Thus, the purpose of this study is to investigate the potential applicability of data mining 

techniques in exploring the prevalence of custom risk management using the data collected from 

Ethiopian Revenue and custom authority risk management database. 

Three machine learning algorithms from WEKA software such as J48 Decision trees (DT), 

Naïve Bayes (NB) and K nearest neighbor classifiers are adopted to classify custom risk channel 

records on the basis of the values of attributes “Risk Level”. Initially, a total dataset of 18814 
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records with 13 attributes were collected for the study. In this study CRISP-DM model was used 

as framework. 

Results of the experiments have shown that K nearest neighbor (KNN) classifier has better 

classification and accuracy performance as compared to Naïve Bayes (NB) and Decision Tree 

classifier. The model selected in evaluation performance of these classifiers has an accuracy of 

92.71 %.Overall, this study has proved that data mining techniques are valuable to support and 

scale up the efficacy of custom services provision process. 

Keywords— Customs Risk Channel Assignment, Data mining, J48 Decision Tree, Naïve Bayes, 

K-NN  
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CHAPTER ONE 

INRODUCTION 

1.1. Background 

A common characteristic of Customs work is the high volume of transactions and the 

impossibility of checking all of them. Customs administrations therefore face the challenge of 

facilitating the movement of legitimate passengers and cargo while applying controls to detect 

Customs fraud and other offences. Customs service’s find themselves increasingly under 

pressure from national governments and international organizations to facilitate the clearance of 

legitimate passengers and cargo while also responding to increase in transactional crime and 

terrorism. These competing interests mean that it is necessary to find a balance between 

facilitation and control. Customs controls should ensure that the movement of vessels, vehicles, 

aircraft, goods and persons across international borders occurs within the framework of laws, 

regulations and procedures that comprise the Customs clearance process. Given the high number 

of export, import and transit transactions many Customs administrations use risk analysis to 

determine which persons, goods, and means of transport should be examined and to what extent 

[2]. Risk analysis and risk assessment are analytical processes that are used to determine which 

risks are the most serious and should have priority for being treated or having corrective action 

taken. Inspection selectivity programs make use of risk profiles, which have been established in a 

process of risk analysis and assessment. Risk profiles encompass various indicators, such as: 

type of good, know trader and compliance records of traders, value of goods and applicable 

duties, destination and origin countries, mode of transport and routes and are built based on 

characteristics displayed by unlawful consignments (or offending passengers).The development 

of profiles relies heavily on the gathering, charting and analysis of intelligence and the WCO has 

developed various tools to assist its member countries in the establishment of profiles and the 

management of intelligence collection. The WCO Customs Enforcement Network (CEN) 

database can, for example, provide useful intelligence for the establishment of risk profiles. 

These profiles then drive inspection selectivity programs, through which data declared will be 

analyzed on the basis of the identified risk parameters and consignments, and depending on the 
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selected risk level, goods and persons are routed through different channels of Customs control. 

This process is obviously labor intensive and inconsistent as the analysis and data collection is 

done manually it is highly dependent on the effectiveness, skill and knowledge of the officers. 

The Ethiopian revenue and customs authority (ERCA) came into existence on 2008 by the 

merger of the ministry of revenue, customs authority and the federal Inland Revenue authority. 

According to proclamation No. 587/2008 of the Ethiopia federal Negarit Gazeta,[3] ERCA has 

the power and duties are establish and implement modern revenue assessment and collection 

system; provide efficient, equitable and quality service; properly enforce incentive of tax 

exemption given to investors and ensure such incentives are used as per intended purposes. It has 

also the responsibility to collect and analyze information necessary for the control of import and 

export goods and the assessment of duty and taxes; compile statistical data on criminal offences 

relating to the sector, and disseminate the information to stakeholders.[4] 

ERCA implemented risk analysis and uses selectivity where the analysis methodology is based 

on 15 criteria. From which 8 criteria are based on the core particulars of the customs declaration: 

customs value, customs classification (tariff), country of origin, consignment, the CPC (customs 

procedure code), special certificate, the company and those of the customs clearing agents. The 

remaining   7 criteria are Car list, Diplomatic list, Government list, 5% random selection (from 

Yellow and Green declaration), Yellow (Raw material and chemical) list, Authorized economic 

operator (AEO) list, and Manufacturing (Especial privileged company) list. 
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Figure 1.1: Risk Assignment Process. 

In an attempt to address the issue of fraud investigation and protection in the case of ERCA, 

Mamo [5] proposed computer-based tools like data mining to be experimented in the area of risk 

management. Data Mining is a technology that use various technique to discover hidden 

knowledge from heterogeneous and distributed data stored in large databases, warehouses and 

other massive information repositories so as to find patterns that are valid, novel, useful, and 

understandable [6]. 

Risk Management is the systematic application of management procedures and practices 

providing Customs with the necessary information to address movements or consignments which 

present a risk. This focus is necessary since the fundamental task of the Customs is to control the 

movements or consignments across national frontiers and ensure compliance with national laws. 

When adopted as a management philosophy it enables the Customs not only carry out its key 
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responsibilities effectively but also organize its resources and deploy them in a manner so as to 

improve its overall performance. 

The main purpose of risk management is to decide whether the consignment requires 

physical examination, documentary checks and direct release. ERCA apply four levels of 

risks. Red channel - when the consignment is subjected to Physical Examination and 

documentary checking, Yellow channel - when the consignment is subjected to 

documentary checks, Green channel - Direct release of goods or the consignment is 

subjected to any checks before release and Blue- a type of risk channel which will be used 

like Authorized Economic Operators, Privileged companies, etc. and the consignment is not 

subjected for both physical examination or documentary checks. 

When companies or individual seek to import goods into Ethiopia they typically have to pay a 

government imposed charged called a duty. Companies that engage in conduct designed to avoid 

paying custom duties and charges, is coming a fraud against the government. On the other hand 

there are goods that do not allowed to enter the country to protect the security of the people. The 

false Claims Act now presents a new approach to combating customs violations that are difficult 

for customs officers to catch.  

The following are common types of fraud in ERCA. 

➢ Undervaluation of goods upon entry into a customs territory 

➢ Inaccurate country of origin marking 

➢ Misclassification of goods 

➢ Failure to pay anti-dumping or countervailing duties 

➢ Claim by Reduce quantity of goods 

Therefore, the basic question here is how could data mining help for risk management, risk 

channel assignment and related need in the case of Ethiopian revenue and customs authority 

(ERCA).  

1.2. Statement of the Problem 

Recently the increased complexity and volume of international trade, fueled by technological 

advances that have revolutionized global trading practices, have significantly affected the way 

Customs administrations carry out their responsibilities and organize their business operations. 
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Today Customs is required to provide extensive facilitation of trade while maintaining control 

over the international movement of goods, persons and means of transport. In seeking to achieve 

a balance between these goals, Customs has been moving away from traditional control methods 

and adopting new thinking and approaches to its tasks. Custom  clearance  efficiency  and  

service  level  affects  the  overall  trade  efficiency,  investment  flow, employment  level  and  

even  regional  economic  development. Laporte [46] stated that in many of developing countries, 

particularly in Sub-Sahara African, custom administration continue to carry out intrusive inspection on 

large number of containers even the detected incidence of fraud generally being less than 3% (as is the 

case in Benin, Côte d'Ivoire, Mali, and Senegal). As he explained, the existing selectivity methods used in 

risk management in these countries remain very much dependent on human judgment which represents a 

major shortcoming given moral dilemma. Therefore  for  optimal  level  of  facilitation  and  control,  

customs  administrations  should  aim  for  a reasonable and equitable balance between ensuring 

compliance  and minimizing disruption and cost to legitimate  trade  through  the  adoption  of  a  

holistic  risk-based  compliance  management  approach[8].So in order to relieve the 

contradiction between the shortage of custom enforcement power and the growth of business 

volume, custom in different nations implement modern cargo clearance system centered in 

overall risk management [2]. It adopts scientific method like data mining and evaluates the risk 

dynamically to allocate limited manpower and resources for the optimal efficiency and 

performance [7]. 

 Ethiopian customs has significantly reduced its physical intervention and  inspection  while  

maintaining  its  interest  of  revenue  collection  and  national  security by implementing risk 

management in its processing. Currently the physically inspected goods are less than 40% of the 

total consignment [9]. This is achieved through application of systematic but mainly manual risk 

management scheme. Currently, all risk management activities except the final triggering of the 

risk is performed manually  or  using  general  purpose  statistical data  analysis  tools  like  MS  

excel. The primary difference between classical statistical method and data mining is in the size 

of the dataset. As the size of data increases highly it will create challenges that may not be 

sufficiently solved by statistical techniques alone.  This  process  is obviously  labor  intensive  

and  inconsistent as the analysis  and  data  collection  is  done manually it is highly dependent 

on the  effectiveness, skill and knowledge  of the officers. On  the  other  side,  as  the  risk  



 

 

 

6 | P a g e  

 

management  module  in  the  current  system  is  not  robust enough to define risk rules as the 

complexity level the business demands . 

Now ERCA start to replace the existing  ASYCUDA++(Automated  System for  Customs Data)   

to web based Custom Management System(eCMS),  still depends mainly on  the  existing  ways  

of risk  channel  assignment  based  selectivity  criteria which is worldwide standard from world 

custom organization. ERCA still  no serious attempt to extend the application of data mining  in 

establishing risk profile of customers  and looking  into  how  data  mining  would  fit  in  the  

problem solving  framework. Data Mining is a technology that use various technique to discover 

hidden knowledge from heterogeneous and distributed data stored in large databases, warehouses 

and other massive information repositories so as to find patterns that are valid, novel, useful, and 

understandable[6]. The data mining tools are capable of not only interpreting extremely large and 

complex datasets (on the order of thousands of data points or variables) but also extrapolating 

those relationships as trends and predictions. Data mining has received renewed attention 

recently because of the convergence of three important trends. First, with increasingly greater 

volumes of data being collected for various purposes, data mining tools are becoming a 

necessary part of interpreting the vast amount of data accumulated. Second, the availability and 

low cost of powerful multiprocessors provide the hardware necessary to manipulate large 

volumes of data in (near) real time. Finally, powerful new algorithms are being developed that 

are able to take advantage of the new processing technologies [12]. 

Some researchers from abroad have studied about custom risk management and custom related 

areas. 

Laporte(46) studied about Risk Management Systems: Using Data Mining In Developing 

Countries’ Customs Administrations. 

 Li  [7] explains,  detecting  custom  declaration  frauds  with  limited  examination  of  imported  

goods  by available scarce resources is posing considerable challenge for effective examination 

of consignments. 

Baştabak [69] investigates the prediction of tariff circumvention using data mining where a total 

of 13 attributes considered and first KNN classification algorithm then J48 decision tree 

algorithm were used to classify traders according to their risk level. 
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 Yan-Hai and Lin-Yan [70] to solve the conflict between the number of total transactions and the 

number of inspection officers, a study was carried out on risk analysis of customs cargo 

declaration and Q-type cluster method was used to separate the declarations into groups based on 

their risk level. 

 

Even some local the attempts made regarding use of data mining for ERCAlike Mamo [5] 

Application of data mining technology to support fraud protection: the case of Ethiopian revenue 

and custom authority. Master’s thesis, Addis Ababa University. And Mezgeb and Berhanu[71] 

data mining to detect association pattern of customs administration data with market price and 

currency exchange rate in Ethiopia. 

Therefore, the aim of this research is to investigate and demonstrate the potential applicability of 

data mining techniques in exploring custom risk channel assignment using the data collected 

from the ERCA information technology department. 

.Hence, this research intends to get answers for the following research questions. 

• How best can data mining technique support custom risk channel assignment? 

• Which data mining algorithm perform best and identify highly predictive features for risk 

channel assignment?  

1.3. Objectives 

1.3.1. General Objective 

The general objective of this research is to apply data mining techniques in constructing 

classification model for customs risk channel assignment.  

1.3.2. Specific Objectives 

In order to achieve the general objective, the following specific objectives were attempted in the 

present research:  

• Assess the existing risk management challenges pertaining to customs risk channel 

assignment at ERCA 

• Select and extract the data set required for analysis from the Ethiopian National Revenue 

risk management.  
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• Preprocess  data  in  order  to  have  a  cleaned  dataset  that  is  suitable  for  any  data 

mining algorithm.  

• Assess and select different classification, algorithms to build a classification model that 

enable to assign clearance risk channel. 

• Build a predictive model that enable to assign clearance risk channel. 

• Evaluate the performance of the predictive model constructed by classification algorithms 

• Interpret and analyze the results of the selected model with the help of domain expert. 

 

1.4. Methodology 

To  understand  the  business  operation  better  and  in  order  to  define  the  research  problem  

properly, review  of  literature,  informal  interviews  and  discussion  were  conducted  with  

customs  professional. For this research, Domain experts are consulted to have insight into the 

problem domain in order to analysis the data and its structure. Data collection process was 

carried out from ERCA information technology management department in head quarter. The 

data was taken from custom risk management database. This phase helped for initial 

identification of attributes for consideration in  the  process  risk  management;  On  the  other  

hand  reviewing  books,  articles and research  papers  about data mining and its applications also 

has been carried out.  The potential of data  mining  in  general  and  particularly  data  mining  

applications  in  risk  management  has  been investigated.  By  discussing  issues  of  data  

protection  and  privacy  with  participant  ,  the  actual  data from customs risk management 

system .This study will employ CRISP-DM process model for the data mining projects life cycle 

consisting of: understanding the problem domain, understanding of the data, preparation of the 

data, data mining, evaluation of the discovered knowledge, and use of the discovered knowledge. 

The data employed in this research is collected from the risk management system which is 

managed centrally by ERCA information technology department. For this research, Domain 

experts are consulted to have insight into the problem domain in order to analysis the data and its 

structure. The data employed for this study has 18814 records and 9 attributes were selected by 

consulting domain expert and measure the rank of attributes using Weka. Three algorithms 

namely J48 Decision tree ,Naïve Bayes and K nearest neighbor was implemented. 
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1.5. Scope of the Study 

The scope of this study was to investigate the potential applicability of classification and 

prediction techniques in exploring the prevalence of customs risk channel assignment. Though 

the tool selected for this study, which is Weka software, provides many classification and 

prediction techniques, this study was restricted to applying only J48 decision tree (DT) ,Naïve 

Bayes (NB and K Nearest Neighbor(KNN) ) techniques. 

The scope of this research was also restricted focus only the parts of ERCA related to import 

duty and tax. In addition, even if ERCA control and manage all import and export related 

transaction including government offices, international organization, investment manufacturing 

sector and diplomatic corps, this study considers only the import clearance unit which include 

commercial and investment section. These sections have the most important to collect duty and 

apply trade facilitation and control using risk management. Furthermore, as the data source is 

restricted to the ERCA’s database related to commercial and investment transactions. For this 

research only red, yellow and Green risk channel included. 

1.6. Significance of the Study 

Data mining tools are capable of not only interpreting extremely large and complex datasets (on 

the order of thousands of data points or variables) but also extrapolating those relationships as 

trends and predictions. Data mining has received renewed attention recently because of the 

convergence of three important trends. First, with increasingly greater volumes of data being 

collected for various purposes, data mining tools are becoming a necessary part of interpreting 

the vast amount of data accumulated. Second, the availability and low cost of powerful 

multiprocessors provide the hardware necessary to manipulate large volumes of data in (near) 

real time. Finally, powerful new algorithms are being developed that are able to take advantage 

of the new processing technologies [12]. 

Though  the  primary  goal  and  initiatives  of  this  research  has  been  for  academic  exercise,  

the discovered patterns (knowledge) can be used by Custom administrators to improve the 

quality of services. Predicting the risk channel ERCA officers will focus on high risk declaration 

in order to balance between trade facilitation and controls. So, successful use of the finding of 
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this research helps to avoid unnecessary delays and wastage of resources by concentrating 

customs control on high risk consignments and expediting the release of low risk consignments.  

1.7 Thesis Organization 

This thesis is organized into five chapters. The first chapter deals with the general overview of 

the study including background, statement of the problem, objectives of the research. The second 

is devoted to literature review of data mining technology as well as Customs risk management 

respectively. Chapter three explains the Research methodologies, decision trees, Naïve Bayes 

and K Nearest Neighbor classifiers as well as the Weka software, used in this study. Chapter four 

presents the experimentation phase of the study. It comprises training, building and validation of 

the models. Results of the experiment are also analyzed and interpreted. The last chapter is 

devoted for the final conclusions and recommendations based on the research findings. 
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CHAPTER TWO 

LITRATURE REVIEW 

2.1. DATA MINING 

2.1.1. Introduction 

It is estimated that the amount of data stored in the world's database grows every twenty months 

at a rate of 100% [15]. As the volume of data increases, the proportion of information in which 

people could understand decreases substantially. This reveals that the level of understanding of 

people about the data at hand could not keep pace with the rate of generation of data in various 

forms, which results in increasing information gap. Consequently, scholars begin to realize this 

bottleneck and to look into possible remedies. Current technological progress permits the storage 

and access of large amounts of data at virtually no cost. Although many times preached, the main 

problem in a current information centric world remains to properly put the collected raw data to 

use [18]. The true value is not in storing the data, but rather in our ability to extract useful reports 

and to find interesting trends and correlations, through the use of statistical analysis and 

inference, to support decisions and policies made by scientists and businesses [26]. To bridge the 

gap of analyzing large volume of data and extracting useful information and knowledge for 

decision making that the new generation of computerized methods known as Data Mining (DM) 

or Knowledge Discovery in Databases (KDD) has emerged in recent years.  

Different scholars provided different definitions about DM. According to Berry and Linoff [16] 

DM is the process of extracting or “mining” knowledge from large amounts of data in order to 

discover meaningful patterns and rules. Witten and Frank [15] have also noted that DM is 

valuable to discover implicit, potentially useful information from huge data stored in databases 

via building computer programs that sift through databases automatically or semi-automatically, 

seeking meaningful patterns. DM involves the use of sophisticated data analysis tools to discover 

previously unknown, valid patterns and relationships in large datasets [25]. These tools can 

include statistical models, mathematical algorithms, and machine learning methods. 

Consequently, DM consists of more than collecting and managing data; it also includes analysis 
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and prediction and use of algorithms that improve their performance automatically through 

experience, such as neural networks or decision trees. 

According to Han and Kamber [19], the major reason that DM has attracted a great deal of 

attention in the information industry in recent years is due to the wide availability of huge 

amounts of data and the imminent need for turning such data into useful information and 

knowledge. DM tools perform data analysis and may uncover important data patterns. The 

information and knowledge gained can be used for applications ranging from market analysis, 

fraud detection, and customer retention, to production control and science exploration [19]. 

DM is an interdisciplinary approach involving tools and models from statistics, artificial 

intelligence, pattern recognition, data visualization, optimization, information retrieval, high end 

computing, and others Guo [21]. DM methodology often can improve upon traditional statistical 

approaches for solving business solutions by finding additional, important variables, by 

identifying interaction among terms and detecting nonlinear relationships [22]. Models that 

predict relationships and behaviors more accurately lead to greater profits and reduced costs.  

2.2 The Data Mining Process 

DM requires massive collection of data to generate valuable information [19]. The data can 

range from simple numerical figures and text documents, to more complex information such as 

spatial data, multimedia data, and hypertext documents. Deshpande and Thakare[17] indicated 

that the data retrieval is simply not enough to take complete advantage of data. It requires a tool 

for automatic summarization of data, extraction of the essence of information stored, and the 

discovery of patterns in raw data. With the enormous amount of data stored in files, databases, 

and other repositories, it is increasingly important to develop powerful tool for analysis and 

interpretation of such data and for the extraction of interesting knowledge that could help in 

decision-making. 

A typical DM process includes data acquisition, data integration, data exploration, model 

building, and model validation [17]. Both expert opinion and DM techniques play an important 

role at each step of this knowledge discovery process. 
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2.2.1 Data acquisition 

The first step in DM is to select the types of data to be used. Although a target dataset has been 

created for discovery in some applications, DM can be performed on a set of variables or data 

samples in a larger database called training set to create and model while holding back some of 

the datasets (test dataset) for latter validation of the model. 

2.2.2 Data preprocessing 

Once the target data is selected, the data is then pre-processed for cleaning, scrubbing, and 

transforming to improve the effectiveness of discovery. During this pre-processing step, 

researchers remove the noise or outliers if necessary and decide on strategies for dealing with 

missing data fields and accounting for time sequence information or known changes. Then data 

is transformed to reduce the number of variables by converting one type of data to another (e.g., 

numeric ones into categorical) or deriving new attributes. 

2.2.3 Building model 

The third step of DM refers to a series of activities such as deciding on the type of DM 

operations, selecting the DM algorithms, and mining the data. First, the type of DM operation 

(classification, regression, clustering, association rule discovery, segmentation, and deviation 

detection) must be chosen. Based on the operations chosen for the application, an appropriate 

DM technique is then selected based on the nature of the knowledge to be mined. Once a DM 

technique is chosen, the next step is to select a particular algorithm within the DM technique 

chosen. Choosing a DM algorithm includes a method to search for patterns in the data, such as 

deciding which models and parameters may be appropriate and matching a particular DM 

technique with the overall objective of DM. After an appropriate algorithm is selected, the data is 

finally mined using the algorithm to extract novel patterns hidden in databases. 

2.2.4 Interpretation and model evaluation 

The fourth step of DM process is the interpretation and evaluation of discovered patterns. This 

task includes filtering the information to be presented by removing redundant or irrelevant 

patterns, visualizing graphically or logically the useful ones, and translating them into 

understandable terms by users. In the interpretation of results, the researcher determines and 
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resolves potential conflicts with previously known or decides redo any of the previous steps. The 

extracted knowledge is also evaluated in terms of its usefulness to a decision maker and to a 

business goal. 

2.3 Data Mining Tasks 

The DM tasks are of different types depending on the use of DM result [19]. Predictive 

modeling, descriptive modeling, exploratory data analysis, patterns and rules discovery, and 

retrieval by content are some of the DM tasks. 

2.3.1 Predictive modeling 

Predictive modeling permits the value of one variable to be predicted from the known values of 

other variables. Classification, Regression, Time series analysis, Prediction etc. are some 

examples of predictive modeling. As Tan et al. [23] indicated many of the DM applications are 

aimed to predict the future state of the data. Prediction is the process of analyzing the current and 

past states of the attribute and prediction of its future state. Classification is a technique of 

mapping the target data to the predefined groups or classes. It is a supervised learning because 

the classes are predefined before the examination of the target data. The regression involves the 

learning of function that maps data item to real valued prediction variable. In the time series 

analysis the value of an attribute is examined as it varies over time. In time series analysis the 

distance measures are used to determine the similarity between different time series, the structure 

of the line is examined to determine its behavior and the historical time series plot is used to 

predict future values of the variable. 

2.3.2 Classification 

Classification is the process of finding a model, which describes and distinguishes data classes or 

concepts, for the purpose of being able to use the model to predict the class of objects whose 

class label is unknown  [19]. The derived model is based on the analysis of a set of training data 

(i.e., data objects whose class label is known). Classification problems aim to identify the 

characteristics that indicate the group to which each case belongs [25]. This pattern can be used 

both to understand the existing data and to predict how new instances will behave. 
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DM creates classification models by examining already classified data (cases) and inductively 

finding a predictive pattern [25]. According to the Two Crows Corporation, these existing cases 

may come from a historical database, such as people who have already undergone a particular 

medical treatment or moved to a new long distance service. They may come from an experiment 

in which a sample of the entire database is tested in the real world and the results used to create a 

classifier. For example, a sample of a mailing list would be sent an offer, and the results of the 

mailing used to develop a classification model to be applied to the entire database. Sometimes an 

expert classifies a sample of the database, and this classification is then used to create the model, 

which will be applied to the entire database. There are different algorithms that are used for 

classification purpose such as, decision tree, neural network, genetic algorithm, naïve bayes, etc. 

2.3.2.1. Decision tree 

A decision tree is a flow-chart-like tree structure where each internal node denotes a test on an 

attribute each branch represents an outcome of the test and leaf nodes represent classes or class 

distributions [19]. Decision trees are trees that classify instances by sorting them based on 

feature values [25]. They are a way of representing a series of rules that lead to a class or value. 

Each node in a decision tree represents a feature in an instance to be classified, and each branch 

represents a value that the node can assume. Instances are classified starting at the root node and 

sorted based on their feature values [26]. In DM, a decision tree is a predictive model, which can 

be used to represent both classifiers and regression models [24]. 

A decision tree model consists of a set of rules for dividing a large heterogeneous population into 

smaller, more homogeneous groups with respect to a particular target variable [24]. The target 

variable is usually categorical and the decision tree model is used either to calculate the 

probability that a given record belongs to each of the categories, or to classify the record by 

assigning it to the most likely class. Decision tree can also be used to estimate the value of 

continuous variable. 

The decision node, branches and leaves are the basic components of a decision tree [27]. 

Depending on a decision tree algorithm, each node may have two or more branches. For 

example, CART (Classification and Regression Tree) generates trees with only two branches at 
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each node. Such a tree is called a binary tree. When more than two branches are allowed it is 

called a multi-way tree. Each branch will lead either to another decision node or to the bottom of 

the tree, called a leaf node. By navigating the decision tree you can assign a value or class to a 

case by deciding which branch to take, starting at the root node and moving to each subsequent 

node until a leaf node is reached. Each node uses the data from the case to choose the appropriate 

branch. 

Decision trees are generated from training data in a top down general to specific direction [27]. 

The initial state of a decision tree is the root node that is assigned all the examples from the 

training set. If it is the case that all examples belong to the same class then no further decisions 

need to be made to partition the examples and the solution is complete. If examples at this node 

belong to two or more classes then a test is made at the node that will result in a split. The 

process is recursively repeated for each of the new intermediate nodes until a completely 

discriminating tree is obtained. A decision tree at this stage is potentially an over-fitted solution 

i.e. it may have components that are too specific to noise and outliers that may be present in the 

training data. As Apte and Weiss [27] indicated, to relax this over-fitting most decision tree 

methods go through a second phase called pruning that tries to generalize the tree by eliminating 

sub trees that seem too specific. Error estimation techniques play a major role in tree pruning. 

Most modern decision tree modeling algorithms are a combination of a specific type of a 

splitting criterion for growing a full tree and a specific type of a pruning criterion for pruning 

tree. 

The attractiveness of decision trees is due to the fact that, in contrast to neural networks, decision 

trees represent rules [24]. Rules can readily be expressed so that humans can understand them or 

even directly used in a database access language like SQL so that records falling into a particular 

category may be retrieved. Decision tree has its own properties.  

The following are some of them: 

o Learns with positive and negative examples 

o Noise tolerant 

o General-to-specific search (reverse for pruning) 
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o Follows Divide-and-Conquer strategy, which has weaknesses of fracturing and 

diminishing training data. 

o Learns discriminating rules 

Decision tree can be implemented with several algorithms. Some of them are J48, ID3,C4.5, 

CART, etc. J48 is an implementation of C4.5 release 8(3) that produces decision trees [29]. This 

is a standard algorithm that is used for machine learning. C4.5 is a decision tree-learning 

algorithm that builds upon the ID3 algorithm as indicated by Lavesson [30]. Amongst other 

enhancements (compared to the ID3 algorithm) the C4.5 algorithm includes different pruning 

techniques and can handle numerical and missing attribute values. C4.5 avoids over fitting the 

data by determining a decision tree, it handles continuous attributes, is able to choose an 

appropriate attribute selection measure, handles training data with missing attribute values and 

improves computation efficiency. C4.5 builds the tree from a set of data items using the best 

attribute to test in order to divide the data item into subsets and then it uses the same procedure 

on each sub set recursively. The main problem in decision tree is deciding the attribute, which 

will best partition the data into various classes [29]. The ID3 algorithm is useful to solve this 

problem. 

2.3.2.1.1. Constructing Decision Tree 

In chapter 2, section 2.3.1 decision tree presented in detail. So in this section we only describe 

about constricting decision tree. Decision tree programs construct a decision tree from a set of 

training sets. The main focus of a decision tree growing algorithm is selecting which attribute to 

test at each node in the tree. The decision trees are constructed in a top-down fashion by 

choosing the best and most appropriate attribute each time. An information-theoretic measure is 

used to evaluate features and select the best attribute, which provides an indication of the 

“classification power” of each feature. In information theoretic measure, the concept of Entropy 

and Information Gain (IG) are used by the algorithm. Information gain (IG) is measured as the 

amount of the entropy (S) difference when an attribute contributes the additional information 

about the class, whereas Entropy(S) is the sum of the probability of each label times the log 

probability of that same label [53]. In order to define information gain precisely, we need to 

define a measure commonly used in information theory, called entropy, which characterizes the 
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impurity of an arbitrary collection of examples. Given a set S, containing only positive and 

negative examples of some target concept (a 2 class problem), the entropy of set S relative to this 

simple, binary classification is defined as: 

Entropy(s) =    −𝑃𝑝 2 𝑃𝑝 − 𝑃𝑛 log2 𝑃𝑛                              (1) 

Where pp is the proportion of positive examples in S and pn is the proportion of negative 

examples in S. The entropy is 0 if all members of S belong to the same class. For example, if all 

members are positive (pp= 1), then pn is 0, and Entropy(S) = -1´ log2 (1) - 0´ log20 = -1* 0 – 0* 

log20 = 0. The entropy is 1 (at its maximum) when the collection contains an equal number of 

positive and negative examples. If the collection contains unequal numbers of positive and 

negative examples, the entropy is between 0 and 1. 

The above computation of entropy is in the special case where the target classification is binary. 

When the target attribute takes values more than two, say k different values, then the entropy of 

S relative to this k-wise classification is defined as: 

Entropy(s) = ∑ −𝑃𝑖 log2 𝑃𝑖𝑘
𝑖=1                               (2) 

Where pi is the proportion of S belonging to class i. if the target attribute can take on k possible 

values, the maximum possible entropy is log2k.As entropy is a measure of the impurity in a 

collection of training examples, information gain is a measure of the effectiveness of an attribute 

in classifying the training data. It is simply the expected reduction in entropy caused by 

partitioning/splitting the examples according to this attribute. Say, this attribute is considered to 

be A, the information gain (S, A) of an attribute A, Relative to a collection of examples S, is 

defined as: 

Gain(S, A) = Entropy(S) –∑ .𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
|𝑆𝑉|

|𝑆|
                     (3) 

where Values(A) is the set of all possible values for attribute A, and Sv is the subset of S for 

which attribute A has value v (i.e., Sv = {s ∈S | A(s) = v}). Note the first term in the equation for 

Gain is just the entropy of the original collection S and the second term is the expected value of 

the entropy after S is partitioned using attribute A. The expected entropy described by this 

second term is the sum of the entropies of each subset Sv, weighted by the fraction of examples 
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|𝑆𝑉|

|𝑆|
that belong to Sv. Gain (S,A) is therefore, the expected reduction in entropy caused by 

knowing the value of attribute A. In another way, Gain(S,A) is the information provided about 

the target attribute value, given the value of some other attribute A. The value of Gain(S,A) is the 

number of bits saved when encoding the target value of an arbitrary member of S, by knowing 

the value of attribute A. According to Hamilton et al. [61], the process of selecting a new 

attribute and partitioning the training examples is repeated for each non-terminal descendant 

node, this time using only the training examples associated with that node. Attributes that have 

been incorporated higher in the tree are excluded, so that any given attribute can appear at most 

once along any path through the tree. 

2.3.2.1.2. Rule induction 

Rule induction is the process of extracting useful ‘if then’ rules from data based on statistical 

significance. A Rule based system constructs a set of if-then-rules. It has the form: 

IF conditions THEN conclusion 

This kind of rule consists of two parts. The rule antecedent (the IF part) contains one or more 

conditions about value of predictor attributes whereas the rule consequent (THEN part) contains 

a prediction about the value of a goal attribute. An accurate prediction of the value of a goal 

attribute will improve decision-making process. IF-THEN prediction rules are very popular in 

data mining; they represent discovered knowledge at a high level of abstraction [54]. 

2.3.3 Naive Bayes (NB) Classifier 

Naive Bayes classifier is a term in Bayesian statistics dealing with a simple probabilistic 

classifier based on applying Bayes' theorem with strong (naive) independence assumptions 

[55].That is, there are no dependence relationship among the attributes given the value of the 

class variable [52]. Despite this strong assumption, the algorithm tends to perform well in many 

class prediction scenarios. Experimental studies suggest that Naive Bayes tends to learn more 

rapidly than most induction algorithms. Given a new instance, the classifier estimates the 

probability that the instance belongs to a specific class, based on the product of the individual 

conditional probabilities for the feature values in the instance. The exact calculation uses Bayes 

theorem and this is the reason why the algorithm is called a Bayes classifier [56]. In simple 
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terms, a Naive Bayes classifier assumes that the presence (or absence) of a particular feature of a 

class is unrelated to the presence (or absence) of any other feature. Depending on the precise 

nature of the probability model, Naive Bayes classifiers can be trained very efficiently in a 

supervised learning setting. In spite of their Naive design, Naive Bayes classifiers often work 

much better in many complex real-world situations than one might expect. The Naive Bayesian 

classifier is fast and incremental, and can deal with discrete and continuous attributes with 

excellent performance in real life problems. It has capability to solve also non-linear problems 

while retaining all advantages of Naive Bayes [55]. Learning a Naive Bayes classifier is 

straightforward and involves estimating the probability of attribute values within each class from 

the training instances. Probabilities are estimated by counting the frequency of each discrete 

attribute values. For numeric attributes, it is common practice to use the normal distribution [60]. 

Given a new instance, the classifier estimates the probability that the instance belongs to a 

specific class, based on the product of the individual conditional probabilities for the feature 

values in the instance. The exact calculation uses Bayes theorem and this is the reason why the 

algorithm is called a Bayes classifier. The main advantage of using Naive Bayes is that they are 

probabilistic models, robust to noise found in real data. The Naive Bayes classifier presupposes 

independence of the attributes used in classification. However, it was tested on several artificial 

and real data sets, showing good performances even when strong attribute dependences are 

present. In addition, the Naive Bayes classifier can outperform other powerful classifiers when 

the sample size is small [59]. 

3.3.3.1. Naive Bayesian Classification Algorithm 

 The Naive Bayes classifier can predict class membership probabilities, such as the probability 

that a given sample belongs to a particular class [66].This is performed by Naive Bayes classifier 

as follows. Let T be a training set of samples, each with their class labels. There are k classes, 

C1, C2. . .Ck. Each sample is represented by an n-dimensional vector, X = {x1, x2. . . xn}, 

depicting n measured values of the n attributes, A1,A2, . . . ,An, respectively. 

Given a sample X, the classifier will predict that X belongs to the class having the highest a 

posteriori probability, conditioned on X. That is X is predicted to belong to the class Ci if and 

only if P(Ci|X) > P(Cj |X) for 1 ≤j ≤ m, j ≠ i. Thus we find the class that maximizes P(Ci|X). 
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The class Ci for which P(Ci|X) is maximized is called the maximum posteriori hypothesis. By 

Bayes’ theorem 

P(Ci|X)=
𝑃(𝑋|𝐶𝑖)𝑃(𝐶𝑖)

P(X)
                                        (1) 

As P(X) is the same/constant for all classes, only P(X|Ci)P(Ci) need be maximized. If the class 

priori probabilities, P(Ci), are not known, then it is commonly assumed that the classes are 

equally likely, that is, P(C1) = P(C2) = . . . = P(Ck), and we would therefore maximize P(X|Ci). 

Otherwise we maximize P(X|Ci)P(Ci). The class prior probabilities may be estimated by 

P(Ci)=
𝑷|𝑪𝒊,𝑻|

|𝑻|
, where |Ci,T| is the number of training samples of class Ci in T. 

Given data sets with many attributes, it would be extremely computationally expensive to 

compute P(X|Ci).In order to reduce computation in evaluating P(X|Ci), the naïve assumption of 

class conditional independence is made. This presumes that the values of the attributes are 

conditionally independent of one another, given the class label of the sample (i.e., there are no 

dependence relationships among the attributes). Thus, 

P(X|Ci)=∏ 𝑃(𝑋𝑘|𝐶𝑖)𝑛
𝑘=1  (2) 

                                     =P(x1|Ci)x P(x2|Ci)x… P(xk|Ci) 

The probabilities P(x1|Ci), P(x2|Ci), . . . , P(xk|Ci) can easily be estimated from the training set. 

Recall that here xk refers to the value of attribute Ak for sample X. 

(a) If Ak is categorical, then P(xk|Ci) is the number of samples of class Ci in T having the value 

xk for attribute Ak, divided by (Ci, T), the number of sample of class Ci in T. (b) If Ak is 

continuous-valued, then we typically assume that the values have a Gaussian distribution with a 

mean μ and standard deviation - defined by 

 

                                    𝑔(𝑥, 𝜇, 𝜎) =
1

√2𝜋𝜎2 𝑒 − (𝑥 − 𝜇)2                                                                   (3) 

                          So that                                                                                   

P(xk|Ci)=g(xk, μCi, -Ci) 
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We need to compute μCi and -Ci , which are the mean and standard deviation of values of 

attribute Ak for training samples of class Ci. In order to predict the class label of X, P(X|Ci)P(Ci) 

is evaluated for each class Ci. The classifier predicts that the class label of sample X is Ci if and 

only if it is the class that maximizes P(X|Ci)P(Ci). 

2.3.4. The K-nearest Neighbor (K-NN) Algorithm 

The K-Nearest Neighbor Algorithm is the simplest of all machine learning algorithms. It is based 

on the principle that the samples that are similar, generally lies in close vicinity [57].K-Nearest 

Neighbor is instance based learning method. Instance based classifiers are also called lazy 

learners as they store all of the training samples and do not build a classifier until a new, 

unlabeled sample needs to be classified [58] 

The K-NN algorithm is proposed to find out k training samples that are closest to the target 

object in the training set. Furthermore, determine the dominant category from the k training 

samples; then, assign this dominant category to the target object, where k is the number of 

training samples. 

Therefore, the principal mechanism of the K-NN algorithm is that all samples have the same 

characteristics while they are classified in the same category in a feature space, which the 

category contains the k most neighboring samples. In determining the classification decision, the 

method determines the category to which the sample belongs only according to the category of 

the nearest one or several samples. In addition, the K-NN algorithm is only relevant to a very 

small number of adjacent samples in category decision making. Since the K-NN algorithm 

mainly relies on the surrounding limited adjacent samples, rather than relying on the method of 

discriminant domain method to determine the category, thus the K-NN algorithm is more 

suitable than other methods for the pending sample sets where the class domain crosses or 

overlaps more. The idea of the K-NN algorithm is demonstrated in Figure 1. In which, Xu 

belongs to the category (w1) because four neighboring samples belong to w1, only one 

neighboring sample belongs to w3. 

The specified implementation process of the K-NN algorithm contains the following six steps, 

1) Select the k value; 



 

 

 

23 | P a g e  

 

2) calculate the distance between the point in the known category data set and the current 

point; 

3) Sort in increasing order of distance; 

4) Select k points with the smallest distance from the current point; 

5) determine the frequency of occurrence of the category in which k points are located; 

6) Return to the category with the highest frequency of occurrence of the first k points as the 

predicted classification of the current point. 

The K-NN algorithm needs to calculate the distance between the forecasted data point and the 

known data point, so as to the select the nearest k labeled data, fy1, y2, . . . , ykg, where y1 

represents the known data point closest to the forecasted point; y2 represents the known data 

point that is the second closest to the forecasted point, and so on. Therefore, the short-term load 

forecasting can be conducted by the K-NN algorithm regression as Equation (1), 

𝑆𝑖 =   
 1

𝑘
∗ ∑ 𝑆𝑦𝑖

𝑘

𝑗=1
                     (1) 

Where si represents the ith forecasted value, which is the average value of syj (j = 1, 2, . . . , k); 

syj represents the forecasted value of the jth closest known data point (yj). 

 
Figure 2.1: KNN proximate algorithm map 

 

 

Neural networks 
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An artificial neural network (ANN), often just called a "neural network" (NN), is a mathematical 

model or computational model based on biological neural networks, in other words, they imitate 

the way the human brain learns and use rules inferred from data patterns to construct hidden 

layers of logic for analysis [29]. 

Neural networks constitute the most widely used technique in DM. As Hajek [28] stated, a neural 

network is a massively parallel-distributed processor that has a natural tendency for storing 

experiential knowledge and making it available for use. It resembles the brain in two respects: 

I. Knowledge is acquired by the network through a learning process 

II. Interneuron connection strengths known as synaptic weights are used to store the 

knowledge. 

A neural network is first and foremost a graph, with patterns represented in terms of numerical 

values attached to the nodes of the graph and transformations between patterns achieved via 

simple message-passing algorithms [30]. Generally, a neural network can be described as a 

directed graph in which each node performs a transfer 

function of the form 

 

Where yiis the output of the node i, xjis the jth input to the node, and Wijis the connection 

weight between nodes i and j. Qi is the threshold (or bias) of the node. Certain of the nodes in the 

graph are generally distinguished as being input nodes or output nodes, and the graph as a whole 

can be viewed as a representation of a multivariate function linking inputs to outputs. Numerical 

values (weights) are attached to the links of the graph, which parameterize the input/output 

function and allowing it to be adjusted via a learning algorithm. 

Neural network topologies can be divided into feed forward and recurrent classes according to 

their connectivity [30]. The feed forward neural network was the first and arguably simplest type 

of artificial neural network devised. In this network, the information moves in only one direction, 

forward, from the input nodes, through the hidden nodes (if any) and to the output nodes. A 

neural network is feed forward if there exists a method, which numbers all the nodes in the 

network such that there is no connection from a node with a large number to a node with a 
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smaller number. All the connections are from nodes with small numbers to nodes with larger 

numbers. A neural network is recurrent if such a numbering method does not exist. Contrary to 

feed forward networks, recurrent neural networks (RNs) are models with bidirectional data flow. 

While a feed forward network propagates data linearly from input to output, RNs also propagate 

data from later processing stages to earlier stages. 

Learning in ANN’s (Artificial neural network can roughly be divided into supervised, 

unsupervised, and reinforcement learning. Supervised learning or Associative learning is based 

on direct comparison between the actual output of an ANN and the desired correct output, also 

known as the target output. Reinforcement learning is a special case of supervised learning 

where the exact desired output is unknown. It is based only on the information of whether or not 

the actual output is correct. Unsupervised learning or Self-organization is solely based on the 

correlations among input data. No information on “correct output” is available for learning. 

According to Larose [31] there are two general categories of neural net algorithms: supervised 

and unsupervised. Supervised neural net algorithms such as Back propagation and Perceptron 

require predefined output values to develop a classification model. Among the many algorithms, 

Back propagation is the most popular supervised neural net algorithm [19]. Unsupervised neural 

net algorithms such as ART do not require predefined output values for input data in the training 

set and employ self-organizing learning schemes to segment the target dataset. 

For organizations with a great depth of statistical information, ANNs are ideal because they can 

identify and analyze changes in patterns, situations, or tactics far more quickly than any human 

mind, as indicated by Guo [21]. Although the neural net technique has strong representational 

power, interpreting the information encapsulated in the weighted links can be very difficult. One 

important characteristic of neural networks is that they are opaque, which means there is not 

much explanation of how the results come about and what rules are used. Therefore, some doubt 

is cast on the results of the DM. 

2.4. Descriptive modelling 

The descriptive model identifies the patterns or relationships in data and explores the properties 

of the data examined [17]. It describe all the data, it includes models for overall probability 
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distribution of the data, partitioning of the p-dimensional space into groups and models 

describing the relationships between the variables. Clustering, Association rule discovery, 

Sequence discovery, Summarization, etc. are some of the examples. Clustering is similar to 

classification except that the groups are not predefined, but are defined by the data alone [19]. 

Summarization is the technique of presenting the summarized information from the data. The 

association rule finds the association between the different attributes. Association rule mining is 

a two-step process: Finding all frequent item sets, Generating strong association rules from the 

frequent item sets. Sequence discovery is a process of finding the sequence patterns in data. This 

sequence can be used to understand the trend. 

2.4.1. Clustering 

Clustering is a DM (machine learning) technique that finds similarities between data according 

to the characteristics found in the data and group’s similar data objects into one cluster. The 

objective of clustering is to distribute cases (people, objects, events etc.) into groups, so that the 

degree of association can be strong between members of the same cluster and weak between 

members of different clusters [24].Clustering techniques are employed to segment a database 

into clusters, each of which shares common and interesting properties [25]. The purpose of 

segmenting a database is often to summarize the contents of the target database by considering 

the common characteristics shared in a cluster. Clusters are also created to support the other 

types of DM operations, e.g. link analysis within a cluster Guo [21]. Clustering tools assign 

groups of records to the same cluster if they have something in common, making it easier to 

discover meaningful patterns from the dataset [27]. Clustering often serves as a starting point for 

some supervised DM techniques or modeling. 

Clustering is one of the most useful tasks in DM process for discovering groups and identifying 

interesting distributions and patterns in the underlying data. Clustering problem is about 

partitioning a given dataset into groups such that the data points in a cluster are more similar to 

each other than points in different clusters [28].For example, segmenting existing insurance 

policyholders into groups and associating a distinct profile with each group can help future rate 

making strategies. Clustering methods perform disjoint cluster analysis on the basis of Euclidean 
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distances computed from one or more quantitative variables and seeds that are generated and 

updated by the algorithm. You can specify the clustering criterion that is used to measure the 

distance between data observations and seeds. The observations are divided into clusters such 

that every observation belongs to at most one cluster. 

Clustering studies are also referred to as unsupervised learning and/or segmentation. 

Unsupervised learning is a process of classification with an unknown target, that is, the class of 

each case is unknown. The aim is to segment the cases into disjoint classes that are homogenous 

with respect to the inputs. Clustering studies have no dependent variables. You are not profiling 

a specific trait as in classification studies. Cluster analysis is related to other techniques that are 

used to divide data objects into groups. For instance, clustering can be regarded as a form of 

classification in that it creates a labeling of objects with class (cluster) labels. Clustering 

techniques are heuristic in nature [27]. Almost all techniques have a number of arbitrary 

parameters that can be “adjusted” to improve results.  Clustering techniques can be divided 

broadly into two approaches: 

o Partitioning clustering approach: - Construct various partitions and then evaluate them by 

some criterion, e.g., minimizing the sum of square errors. K-Means clustering and 

expectation maximization (EM) clustering are the two methods of partitioning clustering. 

o Hierarchical clustering approach: - Create a hierarchical decomposition of the set of data 

(or objects). It can be visualized as a dendrogram; a tree like diagram that records the 

sequences of merges or splits. 

Hierarchical clustering approach is further subdivided into agglomerative and divisive. 

a) Agglomerative: Start with the points as individual clusters and, at each step, merge the most 

similar or closest pair of clusters. It is a Bottom Up clustering technique. This requires a 

definition of cluster similarity or distance. 

b) Divisive: Start with one, all-inclusive cluster and, at each step, split a cluster until only 

singleton clusters of individual points remain. It is a Top Down clustering technique. In this case, 

we need to decide, at each step, which cluster to split and how to perform the split. 

K-Means clustering algorithm 
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The k-Means algorithm is very widely used to produce clustering of data, due to its simplicity 

and speed [32]. It is a simple iterative method to partition a given dataset into a user-specified 

number of clusters [32]. The idea is based around clustering items using centroids. These are 

points in the metric space that define the clusters. Each centroid defines a single cluster, and each 

point from the data is associated with the cluster defined by its closest centroid. Techniques for 

selecting these initial seeds include sampling at random from the dataset, setting them as the 

solution of clustering a small subset of the data or perturbing the global mean of the data k times. 

Then the algorithm iterates between two steps till convergence [32]. The first step is Data 

Assignment. Here each data point is assigned to its closest centroid, with ties broken arbitrarily. 

This results in a partitioning of the data. The second step is Relocation of “means”. Each cluster 

representative is relocated to the center (mean) of all data points assigned to it. If the data points 

come with a probability measure (weights), then the relocation is to the expectations (weighted 

mean) of the data partitions. 

The K-Means algorithm is simple, easily understandable and reasonably scalable, and can be 

easily modified to deal with streaming data. However, one of its drawbacks is the requirement 

for the number of clusters, K, to be specified before the algorithm is applied [33]. 

2.4.2 Association rule discovery 

Association rule mining is to find out association rules that satisfy the predefined minimum 

support and confidence from a given database [42]. The problem is usually decomposed into two 

sub problems. One is to find those Item sets whose occurrences exceed a predefined threshold in 

the database; those item sets are called frequent or large item sets. The second problem is to 

generate association rules from those large item sets with the constraints of minimal confidence. 

Association rule aims to extract interesting correlations, frequent patterns, associations or casual 

structures among sets of items in the transaction databases or other data repositories [42]. Given 

a collection of items and a set of records containing some of these items, association discovery 

techniques discover the rules to identify affinities among the collection of items as reflected in 

the examined records [21]. For example, 65 percent of records that contain item A also contain 

item B. An association rule uses measures called "support" and "confidence" to represent the 

strength of association. The percentage of occurrences, 65 percent in this case, is the confidence 
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factor of the association. According to Guo [21], the efficiency with which association discovery 

algorithms can organize the events that make up an association or transaction is one of the 

differentiators among the association discovery algorithms. Association rules are widely used in 

various areas such as telecommunication networks, market and risk management, inventory 

control etc. There are a variety of algorithms to identify association rules. The most widely used 

association rule algorithms are Apriori and FP-growth tree. Apriori is an influential algorithm for 

finding frequent item sets using candidate generation [31]. Frequent-pattern tree, or FP-tree in 

short is an extended prefix-tree structure storing crucial, quantitative information about frequent 

patterns. FP-growth method is an efficient and scalable mining for both long and short frequent 

patterns, and is about an order of magnitude faster than the Apriori algorithm [19]. 

2.5. Types of Data Mining Systems 

There are many DM systems available or being developed. Some are specialized systems 

dedicated to a given data source or are confined to limited DM functionalities, other are more 

versatile and comprehensive. DM systems can be categorized according to various criteria [17]. 

DM systems can be classified according to the type of data source mined. This classification is 

according to the type of data handled such as spatial data, multimedia data, time-series data, text 

data, World Wide Web, etc. The other Classification of DM systems are according to the data 

model. This classification is based on the data model involved such as relational database, 

object-oriented database, data warehouse, transactional database, etc. Further Classification of 

DM systems are according to the kind of knowledge discovered. This classification of DM 

systems based on the kind of knowledge discovered or DM functionalities, such as 

characterization, discrimination, association, classification, clustering, etc. Some systems tend to 

be comprehensive systems offering several DM functionalities together. Finally, DM systems 

can be classified according to mining techniques used. This classification is according to the data 

analysis approach used such as machine learning, neural networks, genetic algorithms, statistics, 

and visualization. The classification can also take into account the degree of user interaction 

involved in the DM process such as query-driven systems, interactive exploratory systems, or 

autonomous systems [17]. According to Deshpande and Thakare[17], a comprehensive system 
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would provide a wide variety of DM techniques to fit different situations and options, and offer 

different degrees of user interaction. 

2.6. The Data Mining Models 

There are different DM process model standards. The six step Cios et al. (2000) model, KDD 

process (Knowledge Discovery in Databases), CRISP-DM (Cross Industry Standard Process for 

Data Mining), and SEMMA (Sample Explore Modify Model Assess), are some of the models 

that are used in different DM projects. 

2.6.1. The six step Cios model 

This model was developed, by adopting the CRISP-DM model to the needs of academic research 

community. The model consists of six steps [50]. 

1. Understanding of the problem domain: In this step one works closely with domain experts 

to define the problem and determine the research goals, identify key people, and learn about 

current solutions to the problem. A description of the problem including its restrictions is done. 

The research goals then need to be translated into the DM goals, and include initial selection of 

the DM tools. 

2. Understanding of the data: This step includes collection of sample data, and deciding which 

data will be needed including its format and size. If background knowledge does exist some 

attributes may be ranked as more important. Next, we need to verify usefulness of the data in 

respect to the DM goals. Data needs to be checked for completeness, redundancy, missing 

values, plausibility of attribute values, etc. 

3. Preparation of the data: This is the key step upon which the success of the entire knowledge 

discovery process depends; it usually consumes about half of the entire research effort. In this 

step, which data will be used as input for DM tools of step 4, is decided. It may involve sampling 

of data, data cleaning like checking completeness of data records, removing or correcting for 

noise, etc. The cleaned data can be, further processed by feature selection and extraction 

algorithms (to 
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reduce dimensionality), and by derivation of new attributes (say by discretization).The result 

would be new data records, meeting specific input requirements for the planned to be used DM 

tools. 

4. Data mining: This is another key step in the knowledge discovery process. Although it is the 

DM tools that discover new information, their application usually takes less time than data 

preparation. This step involves usage of the planned DM tools and selection of the new ones. 

DM tools include many types of algorithms, such as neural networks, clustering, preprocessing 

techniques, Bayesian methods, machine learning, etc. This step involves the use of several DM 

tools on data prepared in step 3. First, the training and testing procedures are designed and the 

data model is constructed using one of the chosen DM tools; the generated data model is verified 

by using testing procedures. 

5. Evaluation of the discovered knowledge: This step includes understanding the results, 

checking whether the new information is novel and interesting, interpretation of the results by 

domain experts, and checking the impact of the discovered knowledge. Only the approved 

models are retained. The entire DM process may be revisited to identify which alternative 

actions could have been taken to improve the results. 

6. Using the discovered knowledge: This step is entirely in the hands of the owner of the 

database. It consists of planning where & how the discovered knowledge will be used. The 

application area in the current domain should be extended to other domains. 
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Figure 2.2: The Six Step Cios et al. (2000) process model 

 

2.6.2 The KDD process model 

KDD process is the process of using DM methods to extract what is deemed knowledge 

according to the specification of measures and thresholds, using a database along with any 

required preprocessing, sub sampling, and transformation of the database as presented by 

Azevedo and Santos [35]. It is an interactive and iterative process, comprising a number of 

phases requiring the user to make several decisions. Generally, there are five steps in the KDD 

process [25] 

1. Data selection: This stage consists on creating a target dataset, or focusing on a subset of 

variables or data samples, on which discovery is to be performed. The data relevant to the 

analysis is decided on and retrieved from the data collection. 
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2. Data pre-processing: This stage consists on the target data cleaning and preprocessing in 

order to obtain consistent data 

3. Data transformation: It is also known as data consolidation; in this phase the selected data is 

transformed into forms appropriate for the mining procedure. This stage consists on the 

transformation of the data using dimensionality reduction or transformation methods 

4. Data mining: It is the crucial step in which clever techniques are applied to extract potentially 

useful patterns. It consists on the searching for patterns of interest in a particular representational 

form, depending on the DM objective. 

5. Interpretation/Evaluation: This stage consists on the interpretation and evaluation of the 

mined patterns. 

 
Figure 2.3:The KDD Process 
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As indicated above, a KDD process involves preprocessing data, choosing a data-mining 

algorithm, and post processing the mining results. There are very many choices for each of these 

stages, and non-trivial interactions between them. Therefore both novices and DM specialists 

need assistance in KDD processes. 

2.6.3. The CRISP-DM process 

CRISP-DM (Cross Industry Standard Process for Data Mining), process model was first 

established by four companies in the late 1990s [35]. These were Integral Solutions Ltd. (a 

provider of commercial DM solutions), NCR (a database provider), DaimlerChrysler (an 

automobile manufacturer), and OHRA (an insurance company). 

 
Figure 2.4:The CRISP-DM Process 

 

According to CRISP-DM the life cycle of a data-mining project consists of six phases. The 

sequence of the phases in the CRISP-DM process is not rigid. Moving back and forth between 
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different phases is always required. It depends on the outcome of each phase. The CRISP-DM 

process has six stages. 

1. Business understanding: This phase focuses on understanding the project objectives and 

requirements from a business perspective, then converting this knowledge into a DM problem 

definition and a preliminary plan designed to achieve the objectives. 

2. Data understanding: It starts with an initial data collection, to get familiar with the data, to 

identify data quality problems, to discover first insights into the data or to detect interesting 

subsets to form hypotheses for hidden information. 

3. Data preparation: It covers all activities to construct the final dataset from the initial raw 

data. 

4. Modeling: In this phase, various modeling techniques are selected and applied and their 

parameters are calibrated to optimal values. 

5. Evaluation: In this stage the model is thoroughly evaluated and reviewed. The steps executed 

to construct the model to be certain it properly achieves the business objectives. At the end of 

this phase, a decision on the use of the DM results should be reached. 

6. Deployment: The purpose of the model is to increase knowledge of the data, the knowledge 

gained will need to be organized and presented in a way that the customer can use it. 

2.6.4. The SEMMA Process 

Data mining can be viewed as a process rather than a set of tools, and the acronym SEMMA 

stands for (Sample, Explore, Modify, Model, and Assess) refers to a methodology that clarifies 

this process. The SAS Institute considers a cycle with five stages for the process: 

Sample – this stage consists on sampling the data by extracting a portion of a large data set big 

enough to contain the significant information, yet small enough to manipulate quickly. 

Explore - this stage consists on the exploration of the data by searching for unanticipated trends 

and anomalies in order to gain understanding and ideas. 



 

 

 

36 | P a g e  

 

Modify - this stage consists on the modification of the data by creating, selecting, and 

transforming the variables to focus the model selection process. 

Model - this stage consists on modeling the data by allowing the software to search 

automatically for a combination of data that reliably predicts a desired outcome. 

Assess - this stage consists on assessing the data by evaluating the usefulness and reliability of 

the findings from the DM process and estimate how well it performs. 

The SEMMA process offers an easy to understand process, allowing an organized and adequate 

development and maintenance of DM projects. It thus confers a structure for its conception, 

creation and evolution, helping to present solutions to business problems as well as to find de 

DM business goals [35]. 

2.6.5. Comparison of SEMMA, KDD and CRISP-DM 

Today, research efforts have been focused on proposing new models, rather than improving 

design of a single model or proposing a generic unifying model. Despite the fact that most 

models have been developed in isolation, a significant progress has been made. The subsequent 

models provide more generic and appropriate descriptions. Most of them are not tied specifically 

to academic or industrial needs, but rather provide a model that is independent of a particular 

tool, vendor, or application [18]. Santos &Azevedo [35] have summarized the association of the 

three most popular process model steps as shown in Table 2.1 

 

Table 2.1: Comparison of Data mining process model 
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2.7. Data mining in customs  

Data mining is a relatively new field that enables finding interesting knowledge (patterns, models 

and relationships) in the data sets. It is the most essential part of the knowledge discovery 

process and has the potential to predict events or to assist in analysis. Data mining has elements 

of databases, statistics, artificial intelligence and machine learning. Data mining software allows 

users to analyze large data sets from many different dimensions or angles, categorize it, and 

summarize the relationships identified. Technically, data mining is the process of finding 

correlations or patterns among dozens of fields in large databases. Customs might have such 

large databases, for instance from the operational import and export systems. 

Data mining techniques help us to perform better in risk identification, analyzing and preparing 

for audits or checks. With data mining Customs can gain time and can perform less checks with 

the same or even better results. Some of the applicable data mining techniques are shown below. 

With time series analysis, Customs can look for not known patterns, in order to discover new 

risks. Explaining a significant increase of trade for a certain product from a certain country of 

origin makes it possible that new risks will be found. This technique can be used in the stage of 

risk identification. With predictive modeling, one is able to produce estimations of unknown 

dependable variables at present or in the past. More commonly, with this method you can predict 

whether a situation will occur or has occurred. Techniques often used for this method are 

regression analysis, decision trees and neural networks. Those techniques are also suitable for 

making selection rules or for improving existing selection rules. With selection rules Customs 

administrations can select import and export shipments for a check. 

2.7.1. Overview of risk management 

“The United Nations Conference on Trade and Development (UNCTAD) estimates that the 

average customs transaction involves 20-30 different parties, 40 documents, 200 data elements 

(30 of which are repeated at least 30 times) and the re-keying of 60-70% of all data at least once. 

With the lowering of tariffs across the globe, the cost of complying with customs formalities has 

been reported to exceed in many instances the cost of duties to be paid. In the modern business 
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environment of just-in-time production and delivery, traders need a fast and predictable release 

of goods [44]. 

To deal with the dilemma of facilitating the trade and controlling at the same time, modern 

customs administrations are using two main tools:  Risk Management and Post Clearance Audits. 

Despite the limited resources and time constraints, customs administrations, with the help of 

these tools, can conserve and even improve control effectively while reducing controls.  

Trade facilitation ideas, such as risk management and the preferential treatment of trusted 

operators with a good compliance history, can significantly free resources. These can then be 

redeployed to target the clandestine cross-border activities [45]. In this regard, Risk Management 

is one of the most important study areas of customs administrations all over the world. 

2.7.2. Risk Management at Customs 

The World Customs Organization (WCO) defines “Risk Management” in Glossary of 

International Customs Terms as “Coordinated activities by administrations to direct and control 

risk” In addition “Risk Analysis” is defined as “The systematic use of available information to 

determine how often defined risks may occur and the magnitude of their likely consequences.” 

[2] US DHS (Department of Homeland Security) Lexicon defines “risk” as the potential for an 

unwanted outcome resulting from an incident, event, or occurrence, as determined by its 

likelihood and the associated consequences. It also defines “risk analysis” as the systematic 

examination of the components and characteristics of risk. On the other hand, “risk 

management” is defined as a process of identifying, analyzing, assessing, and communicating 

risk and accepting, avoiding, transferring or controlling it to an acceptable level considering 

associated costs and benefits of any actions taken [13]. 

Risk management is a logical and systematic method of identifying, analyzing and managing 

risks. Risk management can be associated with any activity, function or process within the 

organization and will enable the organization to take advantage of opportunities and minimize 

potential losses. 

Risk management is successfully applied in the private sector, where insurance, banking, trade 

and industry find that it creates opportunities to improve business results [2]. 
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As risk-based management concept is applicable in almost every business and governmental 

area, there is a lot of experience that could be shared with customs issue. From customs point of 

view, risks include the potentials for non-compliance with customs law such as licensing 

requirements, valuation provisions, rules of origin, duty exemptions regimes, trade restrictions, 

and security regulations, as well as the potential failure to facilitate international trade.  

Risk management is at the heart of border management efficiency and effectiveness and is the 

key to achieving the ‘balanced approach’ [43]. Sound risk management is fundamental to 

effective customs operations, and it would be true to say that all administrations apply some form 

of risk management, either formal or informal[1]. 

Risk management as systematic identification and implementation of all measures necessary to 

limit exposure to customs risk, determines which persons, goods, and means of transport should 

be examined and to what extent. The high-risk persons, goods and means of transport are subject 

of high-level controls and interventions; despite of low-risk ones that receive high-level trade 

facilitation. The risk management process helps customs administrations to focus on priorities 

and decisions on deploying limited resources to deal with the areas of highest risks. 

In general, terms, risk in customs can be defined as the potential for non-compliance with 

national laws and regulations. In this context, there are safety and security risks that threaten 

public health and security and there are fiscal risks that can result in loss of revenues. Customs 

administrations are also responsible for the implementation of non-tariff common commercial 

policy measures, and any other legislation that is related with customs operations. 

In Table 2 some of the risk topics and their relevance with the objectives of customs 

administrations are shown. 
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Table 2.2: Origin of Risks for Different Customs Objectives. (COMCEC, 2018) 

 In conjunction with the increase in foreign economic and commercial relations, the rise and 

diversity in the illegal movement of goods, vehicles and human beings have also been observed. 

The increase in the legal and illegal transactions has forced the customs authorities and all the 

administrations facing such transactions to improve their capabilities. Nowadays in Customs 

Administrations’ data not only come from declarations, but also the results of inspections and 

from other administrations’ data. The information obtained from these various sources makes up 

the customs information system, which, among other things, allows a risk management system to 

be constructed and declarations to be directed to the different customs clearance channels [46]. 

Therefore, the fact that these data are growing day by day requires modern and statistical 

techniques in order to carry out risk analysis systems more effectively. Data mining is a 

technique about finding insights, which are statistically reliable, unknown previously and 

actionable from data. Data mining uses sophisticated mathematical algorithms to segment the 

data and to predict the likelihood of future events based on past events [47]. 

Actually, data mining could be predictive and descriptive. Descriptive methods such as 

clustering and association rule mining extract the general characteristics of the dataset. Predictive 

methods such as regression make predictions using the existing datasets. Data mining is an 

influential tool and it uses modern techniques, such as advanced statistical models, visualization, 
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pattern recognition, fuzzy logic, algorithms and machine learning. Of course, in order for all of 

these techniques to be successful, the business unit needs to include the necessary information in 

this process. 

As it mentioned before, data mining allows the discovery of knowledge potentially useful and 

unknown. Whether the knowledge discovered is new, useful or interesting, is very subjective and 

depends upon the application and the user [49]. That is why, the experience and knowledge of 

the user (business unit) is vital in this process. In the literature, there are various articles written 

about fraud detection with data mining. In these articles, different methods for the detection of 

fraud were proposed and examined. Various approaches can be adopted in data mining studies 

and of course, the customs data set has a great importance in the selection of these approaches. 

For example, in Shao et al. [47]’s paper due to the complex customs data, multidimensional 

criterion data model was used. Four phases were defined in this study. Figure 15 shows the 

schema of the customs data mining process in Shao et al. [47]’s paper 

 
Figure 2.5:  Data mining process in customs 
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For customs, time series analysis, predictive modeling and anomaly detection are some of the 

most applied data mining techniques in the literature. With time series analysis, which is one of 

the applicable data mining technique, Customs Administrations can look for patterns. Explaining 

a significant increase of trade for a certain product from a certain country of origin makes it 

possible that new risks will be found. Predictive modeling has a great importance on all data 

mining process. In data mining studies, regressions and decision trees are mostly used in 

predictive modeling. These approaches are also suitable for making new profiles or for 

improving existing profiles. 

According to WCO, data mining techniques help Customs Administrations to perform better in 

risk identification, analyzing and preparing for checks. With data mining, Customs 

Administrations can gain time and can perform fewer checks with the same or even better 

results. 

2.7.3. The Concept of Data Mining and Its Role in Identifying Risks at Customs 

In general, risk analysis at customs is built on three pillars. It is valid for all declaration modules 

including detailed declaration module. All three can be used for both fiscal and safety and 

security purposes. The first one is named as Fact-Based Risk Analysis. In this process, historical 

data, which was proven to be non-compliant with the customs legislation or against Anti-

Smuggling Law, is used as determining the declarations or vehicles to be channeled to physical 

control line. The foremost resources can be counted as reports of investigation, data on Anti-

Smuggling Database, denunciations, administrative fines and additional tax computations etc. If 

a potential risk factor has already been violated, the risk factors should be monitored closely. The 

second one is called Potential Risk Analysis. This method includes assessment of the declaration 

data and other related resources. The risk indicators on the declarations are determined, and put 

on the systems as risk profiles. It is potential because it has a probability to break the law or not 

to be consistent with the regulations, but it is not proven yet. The last pillar is based on Random 

Selection. Random checks are determined by the system according to a certain volume or count 

settled on before. The main purpose behind the random selection is to form an understanding that 

any declaration can be subjected to physical control at any time. 
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2.8. Risk Preparation/Profiling 

A risk profile is the tool a customs office uses to put risk analysis into practice. It is designed to 

supplement and in many cases replace ad hoc checks on documents and goods by planned 

working methods. Its actual form may vary from one Member State to another but it must be 

comprehensive and suited to local conditions. A risk profile may be kept as a dossier or managed 

by computer, but ease of access by customs officers is paramount. It may be in sections relating 

to different types of goods. Separate risk profiles may be drawn up for imports and exports. They 

may also be drawn up for individual products, especially particularly sensitive ones. A risk 

profile should include a description of the risk area, a risk identification and assessment, risk 

indicators, checks to be carried out, date of action, results of action taken and evaluation of its 

effectiveness (stating the indicators used). To remain effective a risk profile must be flexible so 

that new risks may be identified and gauged, and risks that have been measured and found 

acceptable may be classed as low. An essential part of a risk profile is continuous review. To 

remain effective a risk profile must reflect newly identified risks. Risk profile managers must 

review each profile at regular intervals to ensure that it is always up to date and reflects the latest 

relevant information (e.g. the latest legislation). 

Profiles assist Customs Administrations in making choices since it is generally impossible (and 

not efficient or necessary) to check all consignments or passengers. Day to day practice has 

demonstrated that profiles cannot identify all risks. Several reasons exist for this: 

o Technical limitations of systems 

o Lack of capacity to actually perform the selections  

The risk profile contains a description of: 

✓ The risk area (e.g. drugs/ revenue) 

✓ Assessment of the risk or possible risk that may be involved; 

✓ Specific indicators like companies, persons, origin, goods, etc.; 

✓ The counter-measures to be taken (means of control); and 

✓ The period that the profile is active for. On the other hand, selection system might be 

supported by random selection so that unknown risks can be discovered. 
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From “Risk Areas” to “Risk Profiles” 

A risk profile is a document which can be set out in a number of ways but it should be 

comprehensive and relevant to the traffic throughput in a Customs office. 

The risk profile should contain a description of the risk area, an assessment of the risk, the 

counter-measures to be taken, an action date, the results and an evaluation of the effectiveness of 

the action taken. A risk profile can be kept in a binder or on a local computer and it should be as 

accessible as possible to the relevant Customs officers. Risk indicators, on the other hand, are 

specified selectivity criteria such as: specific commodity code, country of origin, departure 

country, licensing indicator, value, trader, level of compliance, type of means of transport, 

purpose of the stay in the Customs territory, financial consequences, or financial situation of the 

trader/person. 

Once established, the profiles along with other information and intelligence will provide a basis 

for targeting potentially high risk movements of consignments, means of transport, or 

passengers. 

 

 

 

Figure 2.6:  Development and Characteristics of a Risk Profile 
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 Steps in developing a profile 

A. Collect available data from sources such as: 

o Seizure reports  

o Intelligence data (Customs investigations reports, available Customs systems, 

information of other law enforcement agencies, international organizations) 

o Cooperation with other law enforcement officers 

o Information of trade and industry, shipping companies, stevedores, custom brokers etc. 

o Irregularities 

o Other signals of Customs officers 

o Documents like Bills of Lading, Airway bills, invoices and 

o Information available on Internet another open sources. 

The collection of recent and pertinent information relating to seizures is crucial. The WCO 

Customs Enforcement Network (CEN) is a set of tools used to collect, analyses and disseminate 

information and intelligence mainly on Customs seizures in WCO member countries. The 

analysis involves examining components of collected information to establish patterns and 

relationships. Considering the context and the aim of the analysis, identify the main issues by 

examining the available information/data, such as (if it is drug related): main routes, source 

countries, suspect ports, risk countries, out of season commodities, mode of transport, 

concealment methods, etc. 

B. Evaluate, structure and chart the data  

1. Check and verify the reliability and accuracy of the data, 

2. Select a format for the chart which allows you to compare the pertinent data, 

3. Itemize data elements on the chart 

4. Establish a computer database if feasible 

All information collected has no value on its own merit. The usefulness of the information or 

data is dependent upon its validity and reliability. By evaluating the reliability of the source and 

accuracy of the information, this information is now ready to be analyzed. 

C. Analyze the data 
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There is no specific structure on how to analyze the data every Customs service has its own 

method. The Analysis Guidelines as a part of the WCO Risk compendium contains guidelines 

for this topic. 

1. Look for common elements 

2. Recognize patterns: 

a. movement of merchandise (information of counterparts) 

b. methods of concealment 

c. conveyances used 

d. frequently utilized flights 

e. day/date/time of seizures 

f. age/sex of violators 

g. routing of persons/carriers 

h. origin of contraband 

D. Establish, disseminate/activate the profile: 

1. Customs profiling system 

2. Bulletin board 

3. Telephone 

4. Mail 

5. Briefing 

Before a profile is activated in an automated profiling system, consider testing the profile in 

order to check the impact and outcome 

G. Modify profile: 

1. Change elements as indicated by feedback 

2. Profiles need regular updating. 

2.9. Experience from other countries  

 Risk analysis is indispensable for customs administrations in developing countries. If fewer 

inspections are to be carried out inspections become more effective. As Laporte, [46] stated, over 

the past five years, five countries in West Africa: Benin, Burkina Faso, Côte d'Ivoire, Mali, and 
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Senegal launched projects in this regard with the support of West AFRITAC (Africa Regional 

Technical Assistance Centre) and the IMF (International Monetary Fund’s). For instance, since 

2009, the Senegalese customs administration has been working to develop its own system of risk 

analysis and management. During the course of the first quarter of 2011, all declarations (7,947 

in all) were inspected (red, orange, yellow, or green channels) and directed to a channel either 

based on Downstream SIAR or by using GAINDÉ's criteria (GAINDE  is the French acronym 

for Automated Management of Customs and Economic Information). Only 56 of the inspected 

declarations (or 0.7%) were subject to litigation. During the course of the second quarter, 7,633 

declarations were inspected (red, orange, yellow, and green channels), or 99.8% of declarations. 

A total of 60 declarations (or 0.8%) were subject to litigation [2]. 

2.9.1. Data Mining Project at Turkish Custom Authority (TCA) 

TCA has been seeking to strengthen its risk management and analysis system, which was 

established in 2008 with a view to making its customs control operations at sea ports, airports, 

land borders and inland more effective. TCA evaluates the procedures based on risk analysis 

with selective methods ensuring that it simplifies legal trade and prevents illicit trade. While it 

simplifies the procedures for legal and natural persons, who trade legally, it has employed 

vigorous effective counter measures to combat organized crime. With the Data Mining Project, it 

will be provided to analyze the big data of TCA with the most efficient and modern methods. 

The project covers the years of 2018 and 2019. 

There will be fundamental contributions of Data Mining Project to TCA’s risk analysis system. 

The whole Project was planned in line with these contributions. The expected contributions are 

as below.  

o Simultaneous access to data from different sources  

o Ensuring the effective use of risk scoring systems  

o Increasing selectivity in risk analysis by analyzing high-scale data 

o Focusing on more risky areas in real time 

o Use of advanced techniques such as modeling and reporting with statistical methods and 

algorithms in Risk Analysis studies 
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In accordance with the above expectations, all of the tools in Project were provided under the 

name of Integrated Data Analytics Solution in August 2018. Thus, the Project has started. In 

addition to Data Mining tools, the Project has six more components. These are; Data Quality, 

Rule Engine, Real Time Analytics, Text Mining, Social Network Analysis and Dashboards, 

Inquiry and Reporting tools. What to do within the scope of the project is as follows.  

o Take advantage of the international experience and the best country practices (know-

how) in the area of risk analysis and integrated data analytics  

o The existing risk profiles in the risk analysis system will be analyzed and transferred to 

the data mining system in a more efficient format various risk rules and models which are 

based on the best country practices and international experience will be added to the risk 

analysis system  

o Text mining will be done in free text fields such as the Anti-Smuggling Knowledge Base 

Records  

o Detection of anomaly in customs procedures will be done 

o Current risk profiles will be examined by machine learning method and improvement 

proposals will be made  

o Data quality studies will be carried out on various data sets 

o Predictive models will be created 

o Using social network analysis methods, the connection of risky entities with all other 

entities can be revealed in different dimensions As a result of the project, significant 

changes are expected in the current risk analysis system.  

 

 

 

In this regard, Table 3 presents the key features of the current and strengthened risk analysis 

system. 
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Table 2.3:Risk Analysis System Powered by Data Mining in Turkish. 

 

2.10. Related works 

Li, and Wang [68] stated that following the analysis on customs inspection result and the 

exploration on the regularity of non-consistent between customs declaration and actual 

commodity by use of data mining based on association rules, a classification model is established 

to predict the risk of commodity through customs clearance and form the reference for customs 

inspection and monitoring. A certain customs inspection data in total 26613 samples is adopted 

in this experiment, in which 2500 samples are identified to be inconsistent between customs 

declaration and actual commodity. The process of classification model establishment is divided 

into two steps: First is the training stage, the samples of customs inspection data are identified 

into training samples and testing samples. A classification model is generated by use of known 

training samples and classification training system based on association rules mining, which is a 

subset of association rules. The second is the testing stage, testing samples are classified by use 

of trained classification model and the classification results are evaluated. 

Baştabak [69] investigates the prediction of tariff circumvention using data mining where a total 

of 13 attributes considered and first KNN classification algorithm then J48 decision tree 

algorithm were used to classify traders according to their risk level. Yan-Hai and Lin-Yan [70] to 

solve the conflict between the number of total transactions and the number of inspection officers, 
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a study was carried out on risk analysis of customs cargo declaration and Q-type cluster method 

was used to separate the declarations into groups based on their risk level. 

An example of local studies to be mentioned relating to customs is Mamo’s.D [5] study initiated 

with the aim of exploring the potential applicability of the data mining technology in developing 

models that can detect and predict fraud suspicious in tax claims with a particular emphasis to 

ERCA. He has tried to apply first the clustering algorithm, K-Means clustering algorithm is 

employed to find the natural grouping of the different tax claims as fraud and non-fraud then 

cluster is used for developing the classification model using J48 decision tree and Naïve Bayes 

algorithms. The model developed with the 10-fold cross validation with the default parameter 

values has shown a better classification accuracy of 99.98% on the training dataset. Similarly 

with the aim to test the applicability of clustering and classification data mining techniques to 

support CRM activities for ERCA, Biazen [10] tries to segment customers. The K-means 

clustering algorithm was used for clustering. The classification modeling was built by using J48 

decision tree and Artificial Neural Network (ANN) classification wit 10-fold cross-validation 

and splitting techniques. The model which was built using J48 decision tree algorithm shows 

better performance with 99.95% overall accuracy rate. 

Mezgeb and Berhanu [71] study application of data mining to detect association pattern of 

customs administration data with market price and currency exchange rate in Ethiopia. The 

association rule method of data mining is used in this paper to generate the interesting pattern 

from the data. 

The results of the experiments carried out using association rules has discovered that the 

technique of data mining is applicable to generate knowledge from import and export items in 

custom administration. Algorithms such as Apriori, Tertius, PredictiveApriori and 

FliteredApriori were used to generate the associations. The implication of this research finding is 

to clearly identify the association of import-export items with the market price and the effects of 

those items on the market price and currency rate in Ethiopia. 
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On the other hand to investigate the applicability of Data Mining in different sectors - Airlines, 

Banking, HealthCare, and customs different research has been done locally so far. Most of them 

used clustering and classification techniques with k-Means and decision tree algorithms. 

The above reviews of related literatures reveal that a wide variety of issues in Ethiopian revenue 

and customs authority are making use of the potentials of data mining. The issues for which data 

mining contributed can be summarized as ranging from industry and institutional. This current 

research applies data mining for the improvement of decision making in the area of custom risk 

channel assignment.  

Hence, there is a gap to study the data generated from custom risk management to discover 

patterns that determine custom risk channels. The output of this research gives new patterns, new 

information and new insight to custom risk management which helps to improve the quality of 

service provided by Ethiopian customs Authority. The improvement leads balance between trade 

facility and control of goods. This research fills the gap by creating a predictive model using data 

mining classification algorithms to discover patterns determining custom risk channel.  

In summary, during the literature there are researches that attempt to apply data mining for 

custom administration but this research is different from the above researches: 

➢ This study conducted directly on custom risk channel assignment  

➢ The study used three color code (classes)   

➢ The study used variables which are very important for Ethiopian custom risk channel 

assignment  

➢ Finally the study used more data set from Ethiopian custom risk management system. 
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1 Introduction 

Today, the application of data Mining technology in research areas is rapidly increasing in 

various sectors. This research applies data mining for Ethiopian customs risk. Ethiopian custom 

authority is among those sectors which are using data extensively. Because, issues related to 

custom services increasing amount of data stored in this sector. Thus, the application of data 

mining technology as a research area for the sector is very important. Data mining technology as 

a tool has its own methods, procedures and techniques to be followed and used in research. 

These methods, procedures and techniques may be chosen as per the nature of the data and the 

objectives of the researcher to be used for a specific study. In this research, the CRISPDM 

(CRoss-Industry Standard Process for Data Mining) methodology is used. It is the most 

commonly used methodology for developing data mining research projects. This model describes 

the activities that must be done to develop a data mining research projects. CRISP-DM has 

objectives such as ensuring quality of data mining research project results; reducing skills 

required for data mining; capturing experience for reuse; being general purpose (i.e., widely 

stable across varying applications and robust (i.e. Insensitive to changes in the environment); 

tool and technique independent and tool supportable. One important factor of CRISP-DM 

success is the fact that CRISP-DM is industry-tool and application neutral [51]. Hybrid model is 

a six-step KDD model developed by Cios et al.(2000). It was developed mainly based on the 

CRISP-DM model by adopting it to academic research. The main differences and extensions 

include introducing several new explicit feedback mechanisms and in last steps the knowledge 

discovered for a particular domain may be applied in other domains. This study will employ Cios 

et al. (2000) KDD process model for the data mining projects life cycle consisting of : 

understanding the problem domain, understanding of the data, preparation of the data, data 

mining, evaluation of the discovered knowledge, and use of the discovered knowledge. 
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3.2 Cross-Industry Standard Process for Data Mining (CRISP-DM) Process 

Model 

CRISP-DM organizes the data mining process into six phases: business understanding, data 

understanding, data preparation, modeling, evaluation, and deployment. It consists on a cycle 

that comprises these six stages. These phases help different sectors understand the data mining 

process and provide a road map to follow while planning and carrying out a data mining project. 

This model encourages best practices and offers organizations the structure needed to realize 

better and faster results from data mining [52]. In the following sections, these phases are 

discussed; including the tasks involved with each phase in connecting with this study.. 

3.2.1. Understanding the problem domain 

3.2.1.1. International Trade and Customs 

International trade is essential and a must for economic development. It is the key to the 

prosperity of nations. Being aware of this fact, trade facilitation takes an important place in every 

government’s agenda. Decreasing international trade costs owing to the efforts for trade 

facilitation, alongside with the remarkable developments in transportation and communication 

possibilities, have led to the exponential growth in international trade volume. However, it is 

observed that the increase in legal trade operations is accompanied with the increase in illegal 

transactions. 

At this point where the international trade has emerged, naturally, the workloads of customs 

administrations have increased as well. Nowadays customs administrations are dealing with such 

high number of exports, imports and transits that cannot be compared to the transactions of a few 

decades ago. Nevertheless, the resources of the customs administrations are not increasing in 

accordance with the workloads. With the current resources and the number of employees, it is 

not possible to control every transaction thoroughly. In the meantime, even if we assume that 

customs administrations would have enough resources, still it would not be economically logical 

to control every transaction, since control means time and time is money for traders. Given the 

large number of transactions, customs administrations face the dilemma of facilitating trade to 

support traders, while detecting non-compliance in order to protect public revenue and public 
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safety and security. While trade facilitation comes to the fore, supply chain security also 

becomes an important issue. Over many years, international trade and transport networks and 

infrastructures have been identified as potential targets for international terrorism and cross-

border crime. While customs have always been in charge of controlling international trade in 

terms of prohibitions and restrictions, the aspect of securing the international trade supply chain 

has put growing and additional burdens on customs to manage this balance.  

“The United Nations Conference on Trade and Development (UNCTAD) estimates that the 

average customs transaction involves 20-30 different parties, 40 documents, 200 data elements 

(30 of which are repeated at least 30 times) and the re-keying of 60-70% of all data at least once. 

With the lowering of tariffs across the globe, the cost of complying with customs formalities has 

been reported to exceed in many instances the cost of duties to be paid. In the modern business 

environment of just-in-time production and delivery, traders need a fast and predictable release 

of goods [44]. 

To deal with the dilemma of facilitating the trade and controlling at the same time, modern 

customs administrations are using two main tools: Risk Management and Post Clearance Audits. 

Despite the limited resources and time constraints, customs administrations, with the help of 

these tools, can conserve and even improve control effectively while reducing controls. Trade 

facilitation ideas, such as risk management and the preferential treatment of trusted operators 

with a good compliance history, can significantly free resources. These can then be redeployed to 

target the clandestine cross-border activities [45]. In this regard, Risk Management is one of the 

most important study areas of customs administrations all over the world. 

The World Customs Organization (WCO) defines Customs as “the government service which is 

responsible for the administration of Customs law and the collection of import and export duties 

and taxes and which also has responsibility for the application of other laws and regulations 

relating, inter alia, to the importation, transit and exportation of goods. “In Ethiopia, ERCA’s 

functions include the enforcement of the Customs Proclamation provisions governing the import 

and export of cargo, baggage and postal articles; the arrival and departure of vessels, aircrafts, 
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and other means of transport; goods in transit; and the governance of any goods subject to 

customs control, including rights and obligations of persons taking part in customs formalities. 

3.2.1.1. Principles of Customs Operations in Ethiopia 

Customs operations involve the administration of customs law relating to the importation, 

exportation, movement or storage of goods and the collection of duties and taxes. In this regard, 

customs operations are a key factor for trade facilitation and economic development of a country. 

For such a crucial sector to function soundly it should stand on principles that guide its course to 

worthwhile goals. Accordingly, the Ethiopian customs law contains provisions that clearly 

prescribe the basic guiding principles that have to be applied on customs operations. These 

guiding principles, which have important implications for the roles of all stakeholders, including 

the traders themselves, are the following ones: 

1. Self-assessment:It is the responsibility of importers and exporters or their agents to assess and 

submit the value of goods to the customs office, which then determines the appropriate duties 

and taxes to be paid based on the information provided by traders. 

2. Risk management:ERCA steers its activities through assessing, directing and controlling risks 

which emanate from the import and export of goods. The purpose is to strike a balance between 

trade facilitation and controls. Successful implementation of the risk management principle helps 

to avoid unnecessary delays and wastage of resources by concentrating customs control on high 

risk consignments and expediting the release of low risk consignments. 

3. Transparency:Under this principle, ERCA provides relevant information about trade – 

including the rates of duties and taxes, fees and charges, customs laws and procedures, appeal 

procedures, etc. through publications and other means. This guide is one example of ERCA’s 

commitment to enhancing the transparency of its operations. 

4. Accountability:ERCA clearly defines the duties and responsibilities of each actor in customs 

operations. 

5. Service orientation:As a result of the preceding principles, ERCA is committed to creating a 

conducive environment to provide equitable, expeditious, predictable and reliable services. 



 

 

 

56 | P a g e  

 

6. Prevention of illegal practices by promoting self-compliance: 

Under this principle, which is related to risk management and self-assessment, ERCA will seek 

to prevent illegal practices such as commercial fraud (under-or over-invoicing, wrong description 

and classification of goods, etc.), smuggling of prohibited and restricted goods, and others, by 

taking measures that promote self-compliance. Examples of such measures are the provision of 

information and advice to traders, advance rulings for customs classification, customs valuation 

and preferential origin, the implementation of post clearance audits, or the use of simplified 

procedures for authorized traders. 

7. Promotion of priority sectors and economic development: 

This principle is aimed at the Authority to play its vital role in expediting the economic 

development of the country by providing special service to priority sectors, such as 

manufacturing. 

From the above we can observe Risk management is one of the core activity in Ethiopian 

revenue and customs to improve trade facilitation and national security. 

At present, ERCA   controls are conducted by means of risk-based methods on almost all 

declarations. As a result of the risk analysis and assessment, declarations are directed to red, 

yellow, blue and green lines. In addition to the risk-based controls that are applied selectively, 

“random” controls are also conducted. Customs controls are carried out in this direction. 

Although , it is always up to the inspection officers in the field to conduct a more detailed control 

if they detect inconsistency with the documents even if the declaration has been assigned to just 

document control line (yellow line) by the risk analysis system. 

According to ERCA risk management system there are four channels for declaration: 

➢ Red Line is the line on which physical check as well as documentary is conducted. 

➢ Yellow Line is the line on which only documentary check is conducted. 

➢ Blue Line is the line that approved operators benefit in exportation, on which no 

documentary or physical control is conducted before the clearance. However, after the 

exportation, the customs office carry out the control of declarations assigned to the blue 

line on a simpler basis. 
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➢ Green Line is the line that only authorized economic operators (AEOs) benefit on which 

no documentary or physical check is conducted.  

Central risk profiles targeting risky shipments, consignments or declarations are put into the 

system by the Department of Risk Analysis, which Control by Addis Ababa (Head quarter). 

Branches risk profiles are created by the divisions of risk analysis affiliated to the branch risk 

team. These profiles are created for a certain period of time. The risk profiles are revised as 

needed, and if necessary profiles are extended for an agreed time period. If the profile is decided 

to be no longer appropriate then they are terminated, but retained in the “history” file of risk 

profiles. 

Risk Management is a logical and systematic method that identifies, analyzes, resolves, and 

monitors the risks involved in any activity or process. Risk analysis is the use of the available 

information in order to determine how often the identified risks can occur and the size of 

possible outcomes [14]. Within customs and border protection, risks are assessed and managed at 

three levels: strategic, operational and tactical. Strategic risks are the high level whole of agency 

border risks articulated in the agency’s annual plan and annual risk plan, as well as the 

government’s broader strategic border management plan. These risks are: terrorism; the 

unauthorized or irregular movement of people; biosecurity threats; the movement of prohibited 

and restricted goods; unlawful activity in the maritime zone; and the nonpayment of border 

related revenue (customs duty, taxes and charges). 

ERCA implemented risk analysis that uses selectivity model and the analysis methodology is 

based on 15 criteria.  From which 8 criteria are based on the core particulars of the customs 

declaration: customs value, customs classification (tariff), country of origin, consignment, the 

CPC (customs procedure code), special certificate, the company and those of the customs 

clearing agents. The remaining   7 criteria are Car list, Diplomatic list, Government list, 5% 

random selection (from Yellow and Green declaration), Yellow (Raw material and chemical) list, 

Authorized economic operator (AEO) list, and Manufacturing (Especial privileged company) 

list. 
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3.2.2. Data understanding 

After problem domain identified the data that was explored to conduct the study is from the Risk 

management database which is managed by ERCA information technology department at head 

quarter. In information technology department there is one team to analysis and provide data for 

any individual or company for research and study. 

As mentioned in chapter 1, section 1.3, the main objective of this research project was to 

investigate the potential applicability of data mining techniques for risk channel assignment. 

Classification and prediction techniques of data mining technology were used in extracting 

useful and interesting patterns and relationships among features of the dataset. After 

understanding the problem and the goal of the data mining task is defined, the researcher can 

easily select and understand the data that would be relevant for the intended purpose.  

The data understanding phase starts with an initial data collection and proceeds with activities in 

order to get familiar with the data, to identify data quality problems, to discover first insights into 

the data or to detect appropriate subsets of the data being collected. Before starting the actual 

data mining task, we should be able to clearly define our problem and also have a good 

understanding of our data to be used for the data mining task. 

The initial data collection involves selecting a representative section of the data which is likely 

suitable and reliable for the objectives stated. For this research, Domain experts are consulted to 

have insight into the problem domain in order to analysis the data and its structure. Data 

collection process was carried out from information technology management department in head 

quarter. The data collected and used in this study included custom risk data which has from 

18814 records. Each record of the data contained the following information was initially 

identified: Declaration No, Declaration year, branch, company name, TIN number, Declarant 

name, Declarant code, Hs code, Goods descriptions, risk level, reason for change and country of 

origin. From These information 9 attributes were by consulting domain experts and by ranking 

attributes using Weka.  

The following table shows attributes selected for the experiments.  

 



 

 

 

59 | P a g e  

 

Attribute Name Type 

Company Name Nominal 

TIN Number Nominal 

Declarant Name Nominal 

Declarant Code Nominal 

Hs code Numeric 

Goods descriptions Nominal 

Country of origin Nominal 

Country of consignment Nominal 

Risk Level Nominal 

Table 3.1: Attributes selected for experiments 

There are different algorithms for data classification and prediction in data mining like decision 

tree induction, Bayesian classification, rule-based induction, the neural network support 

vectormachines, and k-nearest neighbor classifiers. However, for this particular research 

problem, classification algorithms such as decision tree induction (J48), Naive Bayes classifier 

and k-nearest neighbor (K-NN) classifiers are selected. The proposed method of this study was 

based on the classification and prediction task of data mining. A decision tree is one of learning 

algorithms which poses certain advantages that make it suitable for discovering the classification 

rule for data mining applications. The naive Bayes classifier is also proved to be very effective 

on many real data applications and The K-NN algorithm is a robust classifier which is often used 

as a benchmark for more complex classifiers such as Artificial Neural Network (ANN). 

Moreover, operations of data mining tasks require specific software that contain these 

techniques. For the purpose of this research, the Weka software was used. Generally, this chapter 

elaborates the methods, procedures, techniques, software, and the nature and preparation of data 

which was used in this research 



 

 

 

60 | P a g e  

 

3.2.3 Data Preparation 

The data collected for this research from ERCA information technology department custom risk 

management database. The dataset initially had 14 attributes and 18814 records butafter the 

preprocessing stage, it was reduced to 9attributes for building the predictive model. The data was 

extracted to Microsoft Excel forpreprocessing purpose. It was then later converted to arff format 

which is compatiblewith Weka software.After data is loaded in Weka, Automatic operations by 

filters like NumericToNominalare applied on three numeric attributes so that all the 3 attributes 

have nominal value. The data was selected by consulting domain experts which type of data is 

more important for risk channel assignment. 

One of the most important tasks in doing research related to data mining is preparing the data in 

a way that is acceptable for the specified data mining tools, techniques and tasks. The purpose of 

this stage is to cleanse the data as much as possible and to put it into a form that is suitable for 

use in subsequent stages. CRISP-DM defines certain tasks in this phase which are very specific 

to "structured" data stored in a database like select data, clean data, construct data, and integrate 

data. Thus, after the data was collected, the researcher prepared the data in such a way that the 

data was appropriate to the requirements of the selected data mining tasks and the specific data 

mining tool. At the time of data preparation, the researcher inspected the relevance of individual 

attribute values and types, quantity and distribution of missing values and noisy data. After that, 

all constraints related to the collected data were avoided using different mechanisms as per the 

requirements of the selection techniques. Thus, data preprocessing is the main task that was 

performed to alleviate the aforementioned data set constraints. 

3.2.3.1 Data preprocessing 

All raw data sets which are initially prepared for data mining are often large; many are related to 

humans and have the potential for being messy. Real-world databases are subject to noise, 

missing, and inconsistency due to their typically huge size, often several gigabytes or more. If 

there is much missing, irrelevant and redundant information present or noisy and unreliable data, 

then knowledge discovery during the training phase is more difficult. Moreover, data mining 

tools may not accept dataset which is not error free. It is well known that data preparation and 

filtering steps take considerable amount of processing time in data mining tasks. Data 
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preprocessing is commonly used as a preliminary data mining practice to overcome these 

constraints. It transforms the data into a format that will be easily and effectively processed by 

the data mining software which in turn understandable for the users. There are a number of data 

preprocessing techniques which include: Data cleaning; that can be applied to remove noise and 

correct inconsistencies, outliers and missing values. Data integration; merges data from multiple 

sources into a coherent data store, such as a data warehouse or a data cube. Data transformations; 

such as normalization which can improve the accuracy and efficiency of mining algorithms. Data 

reduction can reduce the data size by aggregating, eliminating redundant features. The data 

processing techniques, when applied prior to mining, can significantly improve the overall data 

mining results. The data collected from information technology department, which was 

employed for the purpose of this study, suffers from different constraints. These include missing 

values, encoding inconsistency in various attribute values and unrecognized characters. These 

constraints resulted in difficulties to perform and fulfill predefined data mining objectives and 

tasks. Thus, to construct an optimal model, clean and automated data should be prepared. Thus, 

to achieve the best performance for a selected data set, preprocessing is an important process in 

data mining tasks [65]. 

Therefore, the researcher of this study was used necessary data preprocessing techniques as 

needed depending on the performance of the data for the mining process. For example, various 

missing value techniques can be used for handling missing data for existing databases and for 

data left unknown during or not applicable during entry [64].These include  

➢ Ignoring the instance: The record containing the missing value attribute is 

➢ Ignored/ omitted. This results in loss of a lot of information. 

➢ Manual Replacement: Manually search for all missing values and replace them with 

appropriate values. Mostly, these are done when the replacing missing values are known. 

➢ Using a global constant: Replacing all missing values with some constant like 

“unknown”or “?”. 

➢ Using attribute mean/mode: Replacing the missing values with mean or mode of non-

missing values of that attribute or of same class. 
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➢ Using the most probable value: Replacing by the most probable value, using decision 

trees or Bayesian methods. 

➢ Expectation maximization (EM) method: It proceeds in two steps. First step compute the 

expected value of the complete data record likelihood and the second step, substitute the 

missing values by the expected values, obtained from the first step, and maximize the 

likelihood function. These steps are continued until convergence is obtained. 

The other task that was performed in preprocessing stage was class label balancing using the 

class balancer method from the preprocess package in Weka. This was done so as to resample 

and balance the number of class labels for the attributes used as target class in model building 

process. The target classes were ‘RiskLevel’. Risk level class has four labels which are ‘Red’, 

’Yellow’, and ’Green’. The labels are imbalancedin size which directed the model to predict for 

those high in number. The class labels ‘YELLOW’, ’RED’, ’Green’ of the ‘Risk Level’ attribute 

class had also the size 3493, 5809, 9512respectively. After the class balancer method was used in 

conjunction with the filtered classifier, the classes became balancedandonly the training data will 

be reweighted so each class has the same total weight. The test data will be left unchanged and 

this avoided the majority class bias. 

Figures depicted below show the distribution of class labels before and after class balancer was 

used for target class. 

 

Figure 3. 1: Statistic about class labels distribution in a data set based on ‘Risk Level’ as a target 

classbefore ‘Class Balancer’ was used. 
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Figure 3.2: Statistic about class labels distribution in a data set based on ‘Risk Level’ as a target class 

after ‘Class Balancer’ was used. 

 

3.2.3.1.1 Attribute Selection 

The classifiers in Weka are designed to be trained to predict a single ‘class’ attribute, which is 

the target for prediction. Some classifiers can only learn nominal classes; others can only learn 

numeric classes; still others can learn both. Weka classifiers need predefined classes in order to 

train and build classification models [67]. Unless they are given the target attribute by the data 

miner, the last attribute is taken as a target class by default. It is possible to choose any attribute 

name as a target class no matter its position in the list while running the program. Therefore, the 

training attribute should be pre-classified so that the data mining algorithms know what the user 

is looking for. Therefore, “Risk Level” were used as a target class for this study. And three 

attributes changed from numeric to nominal according to their importance of risk channel 

assignment these attributes are declaration number, declaration year and harmonized code (Hs 

code). After getting the rank the last ranked attributes such as declaration year and officer name 

are removed to implement the experiments for this research. 

Removing unwanted attributes, irrelevant for the research goal should be considered in the 

construction of the final data set. Theoretically, some classifiers such as decision trees determine 

relevant attributes for classification automatically using the concept of information gain or 

entropy without manual efforts. However, it is important to exclude those attributes that are not 

relevant for analysis in order to simplify the tasks performed before model building is started. To 
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decide on the relevant attributes for this study, a discussion with domain experts, reviewing of 

various materials and using Weka futures to rank attributes was made. Below the figure shows 

the rank of attributes. 

 

Figure 3.3: Rank of attributes 

Finally for this research the following attributes selected based on domain expert and rank of 

attributes: Company name, TIN number, Declarant name, Declarant code, Hs code, Goods 

descriptions, country of consignment, risk level and country of origin. These information are 

very important to assign custom risk and most of the rules applying on these attributes. In fact, 

Ethical considerations also restricted from using sensitive data type. 

3.2.3.1.2 Data Protection and Privacy Issues 

Prior to the conduct of any data collection and discussion, attempts were made to address the 

data protection and privacy issues by explaining the main objectives of the research. The 

researcher was introduced as a MSc. student with an official support letter from the office of the 

student support department, St. Mary’s University. It was tried to make sure that the data being 

taken will not involve with personal information’s and will not be disclosed for third party. 



 

 

 

65 | P a g e  

 

 

3.2.4 Training and Building Models 

One of the important tasks to be performed at this step is selection of relevant software that 

supports the data mining techniques which are to be employed in the study. To perform any data 

mining task, selection of appropriate tools and techniques is an important task which may be 

initiated after the definition of problem to be solved and the related data mining goals. Various 

types of tools may be used for data mining task by different researchers. Selection of appropriate 

data mining tools and techniques depends on the main task of the data mining process. 

Moreover, the accessibility and familiarity of these tools for the researchers can be also another 

factor for selection. Depending on these factors, Weka and Microsoft- Excel were very effective 

tools for conducting this research. In conducting this research Weka software version 3.9 was 

employed for reasons of accessibility and familiarity.  

The Weka software is developed by researchers at the University of Waikato in New Zealand. 

“Weka” stands for the Waikato Environment for Knowledge Analysis. The system is written in 

Java which is widely available for all major computer platforms [63]. It provides extensive 

support for the whole process to implement data mining, including preparing the input data, 

evaluating learning schemes statistically, and visualizing both the input data and the result of 

learning. Weka includes a variety of tools for preprocessing a dataset, such as attribute selection, 

attribute filtering and attribute transformation, feeding into a learning scheme, and analyze the 

resulting classifier and its performance. Weka is organized in packages that correspond to a 

directory hierarchy. It consists of four graphical user interface modules available to the user 

.These are: Explorer, Experimenter, Knowledge Flow and Simple Command-line interface. The 

explorer of Weka interface is the main module for visualizing and preprocessing the input data 

and applying machine learning algorithms to it. Data visualization in the explorer panel 

minimizes visual interpretation of complex relationships in multidimensional data. Graphics 

tools are used to illustrate data relationships. Before the data is loaded and used by the explorer 

interface, it should be first stored in spread sheet or database and changed in to a name called 

dataset. Tasks like loading of data, data preprocessing, attribute selection, data visualization and 

using different learning algorithms, such as classification, clustering and association rule 
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extraction are accessible the interface of the explorer. It allows us to provide a uniform interface 

to these learning algorithms, along with methods for pre- and post-processing and for evaluating 

the result of learning schemes on any given dataset. The Knowledge flow interface is another 

approach for accessing and using the same functionality with explorer but with a drag-and-drop 

style of Knowledge flow module. Experimenter interface is used to test and evaluate machine 

learning algorithms. The last but not the least interface is a simple command line interface which 

is used as an interface for typing commands [56]. The ways of using Weka by researchers may 

vary. One way of using Weka is to apply a learning method to a dataset and analyze its output to 

extract information and knowledge about the data. Another is to apply different learners and 

compare their performance in order to choose one for prediction [63]. 

Thus, for the purpose of this study, the pre-processed data set was loaded on Weka machine 

learning environment and each of the chosen algorithms were run one by one.  

3.2.4.1. Data Formatting 

The application of the data to Weka required that some preprocessing be undertaken. The dataset 

produced in Excel for the statistical processes were copied and then converted to .csv file format 

to allow them to be applied to Weka. The .csv file extension allowed initial analysis to be 

conducted, with later conversion to be taken in to an arff format (with .arff extension) data file 

for the experimental outcome to be saved. In arff data format, the internal name of the data set 

should be stated using the symbol ‘@. Attributes should also be defined by preceding the 

symbol’@’ and then with their relevant values and data types. The rest of the dataset consists of 

the token @data, followed by comma separated values for the attributes. Fig.3.1 depicts the 

sample of machine understandable format of the dataset in Weka employed for this study. 
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Figure 3.4: Sample data set to convert ARFF format 

3.2.4.2. Algorithms Deployed 

This software package encompasses different techniques and algorithms. However, in this study 

only three techniques were used. One was J48 which is a decision tree classifier and used for 

decision tree construction. The second was Naive Bayes, where the estimation of the likelihood 

is performed by means of the simplistic (naive) assumption that an attributes is independent of 

each other, given the class and the third is The K-NN algorithm is proposed to find out k training 

samples that are closest to the target object in the training set. Furthermore, determine the 

dominant category from the k training samples; then, assign this dominant category to the target 

object, where k is the number of training samples. 

3.2.5 Evaluation 

At this stage, models which appear to have high quality are built. Before proceeding to final 

deployment of the model, it is important to more thoroughly evaluate the model, and review the 

steps executed to construct the model, to be sure it properly achieves the business objectives. A 

key objective is to determine if there is some important business issue that has not been 

sufficiently considered. At the end of this phase, a decision on the use of the data mining results 

should be reached [51].Thus, for the purpose of this study, various models were built and 
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evaluated. Finally, the models which are considered best by the researcher were used for further 

stages of the study. The evaluation was made based on selected outputs provided by models from 

each classifier.For the test options, cross-validation with number of 10 folds and 66 percent 

splitting option. 

In 10 folds cross validation approach, the entire data set is divided into 10 mutually exclusive 

subsets (or folds) or partitions with approximately the same class distribution as the original data 

set (stratified). Each fold is used once to test the performance of the classifier that is generated 

from the combined data of the remaining 9 folds, leading to 10 independent performance 

estimates. In each of the 10 iterations, 1 fold is used as test (holdout) sample while the remaining 

9 are used for model building. For methods comparison studies with relatively smaller data sets, 

the k-fold types of experimentation methods are recommended. In essence, the main advantage 

of 10-fold (or any number of folds) cross-validation is to reduce the bias associated with the 

random sampling of the training and holdout data samples by repeating the experiment 10 times, 

each time using a separate portion of the data as a holdout sample [62].  

In addition to 10 folds cross validation 66 percent splitting option was selected form model 

building. 66 percent splitting option divided the data in into 66 percent for training data and the 

reaming 34 percent for testing data. For this particular study using 10 folds and 66 percent 

splitting test option by using default and modified parameter. 

Note down the results/critical outputs on each algorithm were also the main task that was 

performed in the experimental process. Then, the results of each of the selected algorithms were 

summarized. 

 

3.2.6 Deployment 

The creation of the model is not the end of the project. Even if the purpose of the model is to 

increase knowledge of the data, it will be necessary to organize the knowledge extracted, as well 

as to present it in a useful way to the customer. Depending on the requirements, the deployment 

phase can be as simple as generating a report or as complex as implementing a repeatable data 

mining process. In many cases it is the customer, not the data analyst, who will carry out the 
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deployment steps. However, even if the analyst will not carry out the deployment effort it is 

important for the customer to understand up front what actions will need to be carried out in 

order to actually make use of the created models [51]. For the purpose of this research, results of 

the study are reported and recommendations based on the findings of the study are given. 
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CHAPTER FOUR 

EXPERMENTATION 

4.1 Experimental setup 

As the goal of this study is to detect custom risk using data mining techniques as classification 

technique was adopted to develop a predictive model. The models were built with three different 

supervised algorithms i.e. Decision Tree Classification Algorithm, Bayesian Classifier and K 

nearest neighbor using Weka 3.9 machine learning software. The data analysis and classification 

was carried out using Weka software environment. Weka provides three options to partition the 

dataset in to training and test data. These are: preparing distinct files for training dataset and test 

dataset; cross validation with possibility of setting variety number of folds (the default was 10 

fold) and percentage split. For this study 10-fold cross validation and 66 percentage split have 

been used.10 folds cross validation options was selected with the intention to be free from bias 

during dataset partitioning for training and testing and 66 percent splitting option used for 

comparison for the model. 

As it is explained in chapter 3, cross validation mode, the data is divided into some number of 

partitions of the data, in this case, 10 approximately equal proportions, and each in turn was used 

for testing while the remainder was used for training. This process repeats 10 times and at the 

end, every instance has been used exactly once for testing. Finally the average result of the 10 

fold cross validation is considered [63]. Therefore, from a total records of 18,814, which were 

used for model building using  16,933 instances (90%) of these records were used to build(train) 

models and the remaining 1,881(10%) of the dataset were used to test the performance of the 

models.  

On the other hand, using 66 percent splitting option from a total of 18,814 records which were 

used for model building  12,417(66%) of these records were used to build(train) models and the 

remaining 6397(36%) of the dataset were used to test the performance of the model. The models 

were also evaluated and compared for their classification and prediction performance using 

modified parameters. 
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For this study there are 18814 data set and three classes namely Red, Green, and Yellow. The 

classes are with different size to make balance between the classes we used the class balancer in 

conjunction with the filtered classifier on Wekapreprocessing; only the training data will be 

reweighted so each class has the same total weight. The test data will be left unchanged and this 

avoided the majority class bias.  

4.2 Model Building and Result Analysis 

4.2.1 Decision Tree Model Building 

A decision tree is a classifier in which previously unobserved records can be fed into the tree. At 

each node it will be sent either left or right according to some test. Ultimately, it will reach a leaf 

node and be given the label associated with that leaf. From the results of the decision tree 

classifier, it is possible to generate interesting rules. In fact, decision tree methods are often 

chosen for their ability to generate understandable rules in addition to their classification and 

prediction capabilities. Using J48 Decision Tree classifier, various experiments were performed 

for J48 decision tree. The first one was with the default settings of the program and others by 

modifying ‘minNumObj’ and ‘confidenceFactor’ and binary splits parameters.  

The modification of these parameters has reduced the size of the tree and number of leaves. The 

size of the tree and number of leaves of the second trial was also large. In fact, it was possible to 

reduce the size of the tree and number of leaves below this size. However, further modification 

of the afore mentioned parameter settings to reduce the size of the tree and number of leaves 

below the size mentioned above resulted in decreasing overall accuracy of the model. 

Different experiments using 10 fold cross validation by changing the parameters for the target 

class were executed. The first model which was performed with the default setting scored less 

accuracy as compared with the second that was carried out by modifying the same parameter 

settings mentioned above. 

Similarly different experiments using percentage split optionby changing parameters were 

executed. Thefirst model which was performed with the default setting scored less accuracy as 
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compared with the second that was carried out by modifying the same parameter settings 

mentioned above. 

Hence, the researcher selected the results of the second trials for both of the test options and 

experiments as a working model for further stages of the study. The selected rules and results of 

a confusion matrix from the selected trials are presented below. Results which show overall 

accuracy, size of trees and number of leaves for some trials carried out using Decision tree 

classifier before and after modification of the aforementioned parameters are presented in 

appendix part. 

The Following Figure shows the default parameters setting of Weka. 
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Figure 4. 1:  Default Run option on Weka 
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Experimentation 1: 

The following table shows the experiment using 10 folds cross validation by modifying the 

default parameters using “Risk Level” as target class. The modified parameters are 

“binarysplits=True”, “minNumObj=2” and “confidence factor”=0.25.  

Predict 

Green Yellow Red Total Score 

(accuracy 

rate) 

 

 

Actual 

      Green 4516 836 919 6271 72.01 % 

      Yellow 387 5806 77 6270 92.6% 

      RED 229 681 5361 6271 85.49% 

Total 83.36 % 

Table 4.1: Output from J48 Decision Tree classifier based on ‘Risk Level’ as a target class (using 10 

folds cross validation) 

The model which was performed with the modified setting mentioned above provides better 

result and number of leaves and tree as comparing with the default run option. The data provided 

to the program 15,684(83.36%) records were classified correctly and the remaining 

3,130(16.64%) were classified incorrectly. However, the size of a tree and number of leaves 

generated from the second experiment were also very large and complex. The size of the tree and 

number of leaves were 68 and 135 respectively. The results of this table also indicates That 4,516 

records were predict correctly as green class whereas  5,806 records were correctly predicted as 

yellow and 5161 records were predict correctly as Red. While 836 and 919 records were 

incorrectly classified as Yellow and Red classes respectively but their actual class was classified 

as Green, 387 and 229 records incorrectly classified as Green but their actual class should be 

Yellow and Red respectively. Finally 681 and 77 instances were incorrectly classified as Yellow 

and Red classes but their actual classes were Red and Yellow classes respectively.  
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Experimentation 2: 

The following table shows the experiment using 66 percent split option by modifying the default 

parameters with “Risk Level” as target class. The modified parameters are “binarysplits=True”, 

“minNumObj=2” and “confidence factor”=0.25.  

 

Predict 

Green Yellow Red Total Score 

(accuracy 

rate) 

 

 

Actual 

      Green 1791 176 135 2102 85.2 % 

      Yellow 165 1907 50 2122 89.87% 

      RED 119 175 1894 2188 86.56% 

Total 87.21 % 

Table 4.2: Output from J48 Decision Tree classifier based on ‘Risk Level’ as a target class (using 

66% split option) 

The model which was performed with the modified setting mentioned above provides better 

result and number of leaves and tree as comparing with the default run option. The data provided 

to the program 5592(87.2%) records were classified correctly and the remaining 820(12.79 %) 

were classified incorrectly. However, the size of a tree and number of leaves generated from the 

second experiment were also very large and complex. The size of the tree and number of leaves 

were 68 and 135 respectively. The results of this table also indicates That 1791 records were 

predict correctly as green class whereas  1907 records were correctly predicted as yellow and 

1894 records were predict correctly as Red. While 176 and 135 records were incorrectly 

classified as Yellow and Red classes respectively but their actual class was classified as Green, 

165 and 119 records incorrectly classified as Green but their actual class should be Yellow and 
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Red respectively. Finally 175 and 50 instances were incorrectly classified as Yellow and Red 

classes but their actual classes were Red and Yellow classes respectively.  

One can see from the above two experiments result using J48 Decision tree classifier using 66 

percent splitting option has better accuracy which is 87.21 %. This result was selected to 

compare with Naïve Bayes and K Nearest neighbor classifiers. 

4.3.2 Naive Bayes (NB) Model Building 

The second data mining technique employed in this study was Naive Bayes classifier. To build 

this model, the same software package (Weka software) that was used for decision tree model 

building is employed. The test option used in this experiment was also 10-fold cross validation 

and 66 percent splitting option. As it is discussed in chapter 3, so as to start building a model to a 

specific dataset, there is usually a need to prepare the dataset in a form which is suitable for the 

particular data mining technique and software. An attempt has been made to clean and 

preprocess the data for Naive Bayes (NB).  

In order to carry out an experiment (classification of records of this dataset) using the Naive 

Bayes classifier of the Weka software, the researcher used the same dataset and target classes 

which are employed for building decision tree model so far. Experiments with this classifier 

were also conducted with and without modification of parameter settings target class. The 

modified parameter was “usesuperviseddescritization” parameter from its default value of 

“False” to “True” value. This parameter help us to change the numeric value to nominal without 

using Weka filter. The modified parameter setting has better accuracy than default settings. 

The modification of the aforementioned parameter settings improved the accuracy performance 

of Naïve Bayes classifier for both test option as compared with the accuracy resulted from the 

default settings of the program. The model provided with an accuracy of 85.18% and 84.94 % 

using 10 folds cross validation and 66 percent test option respectively.The trials were conducted 

by changing “usesuperviseddescritization” parameter. Therefore, the results of the model using 

10 folds cross validation were selected to compare the model with decision tree and K nearest 

neighbor. The confusion matrix output of the models for “Risk Level” as target class with 10 

folds cross validation and 66 percent splitting option depicted below in table 4.3 and 4.4. 
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Experimentation 3: 

The following table shows the experiment using 10 folds cross validation split option by 

modifying the default parameters using “Risk Level” as target class. The modified parameter is 

usesuperviseddescritization=True. 

Predict 

Green Yellow Red Total Score(accuracy 

rate) 

 

 

Actual 

     Green 5653 428 191 6272 90.13% 

     Yellow 761 5129 381 6271 81.79% 

      RED 545 484 5243 6272 83.59% 

Total 85.18 % 

 

Table 4.3: Output of Naive Bayes classifier based on” Risk Level” as a target class (using 10 folds 

cross validation). 

  As it is shown in table 4.5, the model which was performed with the modified setting 

mentioned above provides better result as comparing with the default run option. The data 

provided to the program 16026 (85.18 %) were correctly classified by NB classifier to build a 

model with 10 folds cross validation for splitting option and 2788 (14.82 %) records were 

classified incorrectly .Results in table 4.5 also depict that 428 and 191 of records were 

misclassified as Yellow and Red classes respectively while they actually be Green class also 761 

and 545 records were incorrectly classified as Green but actual classes were Yellow and Red 

respectively.  On the other hand, 484 and 381 instances were misclassified as Yellow and Red 

classes while they should be Red and Yellow classes respectively. 

Experimentation 4: 
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The following table shows the experiment 66 percent splitting option by modifying the default 

parameters using “Risk Level” as target class. The modified parameter is 

usesuperviseddescritization=True. 

 

Predict 

Green Yellow Red Total Score(accuracy 

rate) 

 

 

Actual 

     Green 1925 115 63 2103 91.54% 

     Yellow 280 1686 156 2122 79.45% 

      RED 221 150 1816 2516 72.18% 

Total 84.64 % 

 

Table 4.4: Output of Naive Bayes classifier based on “Risk Level” as a target class (using 66 percent 

split option). 

  As it is shown in table 4.6, the model which was performed with the modified setting 

mentioned above provides better result as comparing with the default run option. The data 

provided to the program 5427 (84.64 %) were correctly classified by NB classifier to build a 

model with 66 percent splitting option and 985 (15.36 %) records were classified incorrectly 

.Results in table 4.4 also depict that 115 and 63 of records were misclassified as Yellow and Red 

classes respectively while they actually be Green class also 280 and 221 records were incorrectly 

classified as Green but actual classes were Yellow and Red respectively.  On the other hand, 150 

and 156 instances were misclassified as Yellow and Red classes while they should be Red and 

Yellow classes respectively. 
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From the two experiments using naïve Bayes with 10 folds cross validation has a better accuracy 

than 66 percent splitting option. For further comparison of  the model with decision tree and K 

nearest neighbor we used this result.    

4.3.2 K Nearest Neighbor (KNN) Model Building 

The third data mining technique employed in this study was Nearest Neighbor classifier. To 

build this model, the same software package (Weka software) that was used for decision tree and 

Naive Bayes formodel building is employed. The test options used in this experiment were also 

10-fold cross validation and 66 percent splitting option. As it is discussed in chapter 3 so as to 

start building a model to a specific dataset, there is usually a need to prepare the dataset in a form 

which is suitable for the particular data mining technique and software. An attempt has been 

made to clean and preprocess the data for Nearest Neighbor.  

In order to carry out an experiment (classification of records of this dataset) using the K Nearest 

Neighbor of the Weka software, the researcher used the same dataset and target classes which are 

employed for building decision tree and Naive Bayesmodel so far. Experiments with this 

classifier were also conducted with and without modification of parameter settings for both 

target classes. The modified parameter was KNN parameter from its default value of “1” to 

different number. 

The default parameter settings for both 10 folds cross validation and 66 split option had better 

performance of Nearest Neighbor classifier for target class as compared with the accuracy 

resulted from the modified settings of the program. 

 Therefore, the results of the model with default setting for both test options were selected for the 

purpose of this study. The confusion matrix output of the models using 10 folds cross validation 

and 66 percent splitting optionsare depicted below in table 4.5 and 4.6. 
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Experimentation 5: 

The following table shows the experiment 10 folds cross validation splitting on K Nearest 

Neighbors using default parameters settings and “Risk Level” as target class. 

 

Predict 

Green Yellow Red Total Score(accuracy 

rate) 

 

 

Actual 

Green 6006 183 82 6271 95.77% 

Yellow 341 5645 285 6271 90.02% 

RED 249 231 5791 6271 92.35% 

Total 92.71 % 

Table 4.5: Output of Nearest Neighbor classifier based on “Risk Level’ as a target class (using 10 

folds cross validation). 

As we can see from Table 4.9 the resulting confusion matrix shown above, the nearest neighbor 

algorithm using 10-fold cross validation scored an average accuracy of 92.71% using default 

parameter. This result shows that out of the total 18,814 training datasets 17442 (92.71 %) 

records are correctly classified, while 1372 (7.29 %) of the records are incorrectly classified. 

Similarly this experiment has shown 183 and 82 records wrongly classified Yellow and Red 

classes respectively while the actual class was Green. 341 and 249 instances were classified 

incorrectly as Green while the actual classes were Yellow and Red respectively. Lastly 231 and 

285 records were classified as Yellow and Red classes while the actual classes were Red and 

Yellow classes respectively. 
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Experimentation 6: 

The following table shows the experiment 66 percent splitting option on K Nearest classifier   by 

using default parameters settings and “Risk Level” as target class. 

 

Predict 

Green Yellow Red Total Score(accuracy 

rate) 

 

 

Actual 

Green 2066 69 36 2171 95.16% 

Yellow 129 1806 136 2071 87.2% 

RED 100 97 1909 2106 90.65% 

Total 91.05 % 

Table 4.6: Output of Nearest Neighbor classifier based on “Risk Level’ as a target class (using 66 

percent splitting option). 

As we can see from Table 4.10 the resulting confusion matrix shown above, the nearest neighbor 

algorithm using 66 percent split option scored an average accuracy of 91.05% using default 

parameter. This result shows that 5780 (91.05 %) records are correctly classified, while 568 

(8.95 %) of the records are incorrectly classified. Similarly this experiment has shown 69 and 36 

records wrongly classified Yellow and Red classes respectively while the actual class was Green. 

129 and 100 instances were classified incorrectly as Green while the actual classes were Yellow 

and Red respectively. Lastly 97 and 136 records were classified as Yellow and Red classes while 

the actual classes were Red and Yellow classes respectively. 

One can see from the above two experiments result using K nearest neigbor classifier based on 

“Risk Level” as target classusing 10 folds test option on default parameter setting has better 
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accuracy which is 92.71 %. This result selected to compare with decision Tree and Naïve Bayes 

classifiers results. 

4.4 Performance Evaluation of the models 

Evaluation is one key point in any data mining process. It serves two purposes: the prediction of 

how well the final model will work in the future and an integral part of many learning methods, 

which help to find the model that best represents the training data. One of the objectives of this 

study was to compare and evaluate the techniques which were used in the study, such as decision 

tree, Naïve Bayes classifiers and K nearest neighbor to select the one, which performs the best. 

In the series of experiments, evaluation of models is done based on performance/accuracy of 

models and confusion matrix, discussion with the domain expert and based on the soundness of 

the rules generated. It is easy to learn that all the three classifiers are performing well but there is 

a difference on their accuracy. 

The evaluation was performed on the results of the aforementioned parameters for the Decision 

tree and Naïve Bayes classifiers but for K Nearest Neighbor result using default parameters. 

From the three classifiers K Nearest Neighbor has better performance for this particular dataset. 

For comparison three best models were selected from Decision tree, Naïve Bayes and K Nearest 

Neighbor classifiers based on their scored accuracy. The selected models summarized 

experimental results has showed in the table below. 
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Table 4.7: comparison of best accuracy between J48, Naïve Bayes and K Nearest Neighbor. 

 

Table 4.13 shows the Accuracy, Precision, Recall and F-Measure results achieved by the Naïve 

Bayes, Decision Tree and K nearest neighbor classifiers. The table also depicts the True-positive 

, False-positive rates , ROC Area , time taken in building models and number of correctly and 

incorrectly classified instances by each classifier. These results show that K Nearest Neighbor 

classifiers outperformed the Naïve Bayes and Decision tree classifiers for most of the metrics 

used for evaluation. Therefore, K Nearest Neighbor classifier tends to learn more rapidly for this 

particular dataset. However, the time taken to build a model by the Decision Tree classifier was 

smaller than Naïve Bayes and K Nearest Neighbor tree classifier. That is, the Naïve Bayes 

classifier tends to learn more rapidly for the given dataset. 
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

The purpose of this study was to investigate the potential applicability of data mining techniques 

in exploring the Custom Risk. In doing so, 18,814 sample data were initially collected from 

Ethiopian Revenue and custom Authority. The size of class labels for both selected target classes 

are balanced for model building process. The particular data for the research was taken from the 

data stored total records of 18814. The total numbers of attributes used in the study were 9. The 

study was conducted based on the data mining steps or processes discussed in chapter 3. 

The methodology employed consisted of steps such as identifying data sources and business 

understanding, data understanding, data preparation, model building and testing. However, since 

a data mining task is a cyclic process, these steps were not followed strictly in forward order 

only. Rather, there was a need to go back and forth among these different steps. 

To build models with both classifiers, attribute such as “Risk Level’ was used as target classes. 

The models were also evaluated and compared for their classification and prediction 

performance as well as the soundness of the rules extracted from decision trees generated and the 

best performing models of these classifiers were then chosen. Both the classifiers were built by 

using the attributes such as “Goods Description”, “TIN”, “Company Name”, “Hs Code”, 

“Declarant Name”, “Declarant Code”, “Country of consignment “ and “ Country of origin ” and 

“Risk Level”.  10-fold cross validation and 66 percent splitting option was used as a test option 

in the model building process. 

Various experiments were made iteratively by making adjustments on parameter settings of a 

program to come up with more understandable and meaningful results and models. When “Risk 

Level” was used as a target class for the J 48 Decision Tree approach with 66 percent testing 

option, the model with more accurate results than 10 folds cross validation. There was some 

better result in accuracy and number of trees and leaves with the model performed with modified 

parameter settings of the programs. The modified parameters are “binarysplits=True”, 

“minNumObj=2” and “confidence factor”=0.25. The model which was performed with 
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thesemodified parameter provides better result comparing with the default run option. At the 

beginning of the model using the default parameters of the program, this model had an accuracy 

rate of 85.91% which is less than from an accuracy of 87.21% that resulted due to parameter 

settings modification. 

 However, the structure of the decision tree was very large and difficult to understand. By 

modifying the aforementioned parameters, it was possible to reduce the size of the tree and 

number of leaves from 9636 and 9636 to 440 and 879 respectively. Therefore, the second trial 

was used as the working model for this study. 

For the Naïve Bayes approach, the classification accuracy performance also has shown some 

variations before and after parameter settings modification. Two experiments using 10 folds 

cross validation and 66 percent splitting test option were conducted on Risk Level as target class. 

The experiment using 10 folds cross validation split option by modifying the default parameters 

has a better accuracy as compare with 66 percent splitting option. 

Similarly, For K Nearest Neighbor two experiments were conducted using 10 folds cross 

validation and 66 percent test option using Risk Level. The experiment 10 folds cross validation 

splitting on K Nearest Neighbors using default parameters settings score a better accuracy of 

92.71%.This result is better if we compare with the result from 66 percent splitting option. 

The results of this study demonstrate that K Nearest Neighbors have shown the best accuracy 

performance using 10 folds cross validation test option. Additionally K Nearest Neighbor has 

better results for both 10 folds cross validation and 66 percent splitting option than Decision tree 

and naïve Bayes. 

In general, the results from this study were helpful and encouraging. The encouraging results 

obtained from this study indicate that data mining is really a technology that should be 

considered to support custom risk. Data mining improve custom clearance efficiency and service 

level affects the overall trade efficiency, investment flow, employment level even regional 

economic development.   
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5.2 Recommendation  

Although this research work is conducted mainly for academic purpose, the researcher believes 

that the findings of this study can be used for further exploration and Investigation of custom risk 

by concerned bodies and organizations. That means, application of data mining technology in 

custom for risk management is an important research area so as to improve the services being 

provided as well as to protect illegal goods enter to the country. 

In the way of doing this study and on the basis of the findings of the research work, the 

researcher has come up with a sort of tasks that need more attention for the future work. Thus, 

the researcher makes the following recommendations based on the results of this study. 

➢ Since this study has used a small percentage of the data which comprises only a five 

years data of custom risk to build Naïve Bayes, decision tree and k nearest neighbor 

models, it is better to build more comprehensive models by using more additional data 

from various sources like goods inspection results, custom intelligence and 

administration decision. Most of these documents  

➢ The model cannot support first time customer there should be away to include them.  

➢ Although encouraging results were obtained from this study, particularly, using Naïve 

Bayes, k nearest neighbor and decision tree there might be a probability to obtain more 

accurate and better performing results using other classification and prediction techniques 

which were not used by the researcher due to time constraint. Therefore, it is 

recommended that these classifiers should be applied and proved to this data. 

➢ Generally data mining applications in custom can have tremendous potential and 

usefulness. The effective use of information and technology is crucial for custom to stay 

competitive in today’s complex environment. The challenges faced when trying to make 

sense of large, diverse, and often complex data source are considerable. In an effort to 

turn information into knowledge, Ethiopian revenue and custom should implement data 

mining technologies to make balance between trade facilitation and control of goods.  
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Appendices 

Appendix A: 

This result shows some of the trials before and after parameter settings modification using 

J48Decision tree classifier for target class “Risk Level”. 

Test option: 10 folds cross validation trials 

Trials minNumObj ConfidenceFactor binarySplit sizeofTree No of 

leaves 

accuracy 

1 Default(2) Default(2) False 9636 9626 81.58% 

2 25 0.025 True 135 68 83.36% 

3 55 0.025 True 77 39 79.78 % 

4 35 0.0025 True 103 52 81.85 % 

5 40 0.0025 True 95 48 81.01 % 

6 55 0.0025 True 73 37 79.73% 

7 2 0.25 True 440 879 87.21% 
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Appendix B: 

 This result shows some of trials before and after parameter settings modification using 

J48decision tree classifier for target class “Risk Level”. 

Test option: 66 percentages split trials 

Trials minNumObj ConfidenceFactor binarySplit sizeofTree No of 

leaves 

accuracy 

1 Default(2) Default(2) False 9078 9064 81.49% 

2 2 0.25 True 839 420 87.3% 

3 25 0.025 True 135 68 82.28 % 

4 35 0.0025 True 103 52 80.76  % 

5 40 0.0025 True 95 48 79.69  % 

6 55 0.0025 True 73 37 78.66% 

 

 

 

 

 


