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ABSTRACT

The rise of social media and the rapid development of mobile communication technologies have
dramatically changed the way to express the feeling, attitude, lifestyle, opinions, events, situations
(like based on political, economic, and social point of view), passion, etc. People often express
these behaviors through social media in the form of short texts. Concerning events and situations
on behalf of the political sector, social media can be an enabler for participation and democracy
among citizens of participating groups. This study is conducted to perform and gain insight into
political sentiment using machine learning technique from the comment given in Ambharic
language on the topic of the idea which is posted through social media so as to understand the
subjectivity of the comment. The study try to demonstrate the analysis of the sentiments and it’s a
subjectivity to identify their trends, numerical implications. The data that is considered in this
research is based on two data sets that are self-build, The first one is a data set for the subjectivity
of the comment and the other one is for sentiment analysis getting after subjective sentence or
comments that are extracted but the main content of data set is the same. Finally, the results show
the trends in social media users comment sentiments and subjectivity correlation to the real-world
events associated with the respective keywords and provide a clear picture of the influence of real-

world events on social media user’s comment and it’s sentiments of polarity.

Keywords: Sentiment analysis, Subjectivity, Social media, Natural language processing,

Political discourse



CHAPTER ONE
INTRODUCTION

1.1. BACKGROUND

In the field of computer science, Natural Language Processing (NLP) is the major and recent
research field of study. Computers nowadays having a greater improvement over the capability of
NLP processing to increase their ability to understand, interpret, and communicate using human
language. There has been a lot of work done and being done to incorporate these features of
communication with computers. And from their application of features, sentiment analysis and

subjectivity classification has been studided by many researchers .

Sentiment analysis(SA) is a field dedicated to extracting subjective emotions and feelings from the
text.[5]. One common use of sentiment analysis is to figure out if a text expresses negative or
positive feelings. It involves several research fields; such as natural language processing,
computational linguistics, and text analysis.[6]. It refers to the extraction of subjective information
from raw data, often in text form, and aims to assign a predefined sentiment class to online texts
as negative, positive, or neutral. SA plays a substantial role in several domains such as financing,
marketing, politics, and social. One of the main approaches used to solve the SA problem is the
supervised machine learning (ML) approach.[20]. In this approach, texts are represented by feature
vectors that are used to train ML classifiers, such as naive Bayes (NB) and support vector machines

(SVMs), to infer a combination of particular features yielding a certain sentiment class.

Subjectivity detection is, the task of determining if a piece of text contains opinions or not (i.e.
subjective expression or objective).[5]. It is not so much about determining the polarity of the text
itself. People always try to express sentiments about products, brands, ideas, situations, events, or
services through social media.[5,6,21]. These messages contain an opinion about a specific subject.
The sentiment of this opinion can be classified into different categories, such as of positive, neutral,
and negative. In this interesting research area, this study tries to works on sentiment analysis of
political comments in Ethiopia social media especially Facebook and their subjectivity related to
their post.[26]. The first task is since the main problem is how we use the social media comments



and the sentiment embedded in user comments relates to the topic of the post and to which percent
sentiment polarity it has and how political comment polarization makes people vulnerable to
disinformation or unrelated comments or in turn how does the increasing prevalence of dis-
information lead to greater political polarization. As we look at different social and political
researches especially on the use of social media, participations are based on without knowing ideas
of the post. And more users commenting with bias, instead of dealing with someone with the
ideology of politics they communicate using bad words, or we can say instead of understanding

what the post is telling about simply based on someone’s comment commenting the idea. [30].

Particularly after the coming of the Internet and the social media platforms, it is argued that media
have become an integral part of interactions among different sections of people and individuals.
This, in some ways, indicates that the change in the communication media seems to change the
political narration in the global as well as in our country’s context. The challenge, however, is that
unlike the communication habit within the conventional media sphere, on social media, according
to TanaseTasente, “communication is routed by the online opinion leaders” and their zealous
followers rather than by professionally-oriented communication experts. For this reason, Facebook
and the other social media platforms usually mediatize political and other related issues that are
pertinent to the subjective interests of the general user and of some influential online writers (or
opinion leaders).As a result of which, it is possible to argue that our perception towards the political
context in our country appears to be (consciously or unconsciously) substantially shaped by the
unrefined and subjectively framed messages from the social media than by the relatively
‘objective’ messages mediated through the traditional media. This kind of political communication

also causes continuing (ethnic and political) controversies in our country. [1].

To answer the above mention problems it is proposed to work on first to collect the comments
from different Ethiopia news and political Facebook pages using Facebook API, Python and R
languages and then prepare this collected data for feature extraction, to detect subjectivity of
comments to the related post, the sentiment of the comment. And finally based on this insight and
alarm, messages can be forwarded for the government to works on social media users especially
on youths who are ready for joining social media. Additionally, policymakers can look at what the

sentiment of the people on particular ideas and react to the existing situation by forwarding relevant

policy.



1.2. STATEMENT OF THE PROBLEM

The benefits of communication technologies in education, informatics, politics, economics, and
entertainment, and other sectors are vast and enormous. Nevertheless when these communication
systems are misused the rapid flow of false information through social media or another
communication system could destroy individuals, society, and nation and business institutes at the
global and national levels. [3]. The social networking or media awareness of American or
European societies is much higher than Africa societies, in particular Ethiopian society. Current
misuse on the social network by a few Ethiopian individuals and groups together imposes dangers

on our society and country.

At present multiple hate speeches, videos, and images are continuously posted, shared, and
circulating among Ethiopians on social media. This misinformation has a potential impact and
could spark intolerance and hate among members of society one against others. Certain ethnic
group hate and intolerance will gradually lead to ethnic or political violence. So to solve this
problem it is important to have integration with quantitative and qualitative research sentiment
analysis which facilitates deep rich insight into biased comments, hate speeches, trends of usage
of social media, unsolicited opinions, thus facilitating a more meaningful understanding of how
we use social media on Ethiopian political discourse run on Facebook. We should openly challenge
the hate preachers, emphasize our rights as citizens irrespective of our ethnicity, foster an honest

and open debate on all possible socio-political events, and engage in genuine reconciliation.

There are research works done in Amharic sentiment analysis [18]. But to the extent of these study
reviews, taking sentiment Analysis and subjectivity classification of Amharic social media
comments has never been studied. Therefore, these studies analyze the sentiment of Amharic

political comment on social media and subjective of the comments to the post-it belongs.



1.3. OBJECTIVE OF THE STUDY

1.3.1. GENERAL OBJECTIVE

The main objective of this study is to identify and analyze sentiment and subjectivity of social
media comments given on political news or post in Ethiopia using a machine learning approach
and lexicon approach and to identifiy the impact of social media comments on political discourse

and trend of comments.

1.3.2. SPECIFIC OBJECTIVES

Towards achieving the general objective of the study that deals with sentiment classification and

subjectivity classification, the following specific objectives are formulated:

» To build both domain-specific and general-purpose corpus of Amharic language
opinion terms where these terms are tagged as positive and negative.

» To develop the necessary algorithms to realize the proposed model in developing an
Ambharic sentiment analysis and the subjectivity classifier model.

> To Build a corpus from preprocessed data for sentiment and subjectivity analysis of the
text of Amharic language.

» To Develop subjectivity classifiers using collected texts for training.

» To Develop a prototype to demonstrate that the model designed is valid.

» To evaluate the performance of the prototype designed in this study.

10



1.4. SIGNIFICANCE OF THE STUDY

At most basic, sentiment analysis is a social media analytics tool that involves checking how many
negative and positive keywords are present in a chunk of conversation. If there are more positive
keywords than negative, it is considered positive content. If there are more negative keywords, it
is called negative content. But there’s a lot more to it than that and its real worth is found in the
details. In this study of sentiment analysis and classification in-depth analysis involves finding
opinions of political comments given on social media content and extracting the sentiment they
contain with the post they belong to. An opinion is made up of a target, in these study political
comments on social media, and subjectivity on the topic of the comment. And the expected result
will defend and analyzed view of political comments and their real-world effect on the degree of
sentiment, what contribution they will have on usage of social media, and finally linkage of a post

and their comments in our country usage of social media.

We can respond quickly to a crisis, bad experiences, and problems with political comments and
posts given on social media. It provides a way to manage our online reputation by taking
appropriate action with speed. One very practical use in our study area, People pay attention to
comments and posts and buy more of the attention that has the most participation going on and
Using sentiment analysis, we will be alerted to negative sentiments as they happen, allowing you
to respond quickly. We can influence the conversation which is positive sentiment by biasing when

we know which way it is trending the comment to make it positive.

Politicians can gain the trust and loyalty of their followers by reacting to their comments promptly,
which tells the user and follower that they care about them. It helps to measure the success of a
specific or campaign soon after it appears for political parties

It acts as an important resource for political and ideological research. Knowing that people like
the idea of politicians help to figure out how to strengthen the ideology of the party that the party
follows. Politicians can get a good insight into how social media followers stacks up against that
of a competitor, in the opinion of consumers. This helps policymakers to select what way to run

up the idea.

11



We can check our country’s political news pages, politicians, and social media user’s virtual
popularity (like likes, shares, and followers). And it will have a speedy, accurate, and affordable

output for policymakers, politicians, and researchers.

1.5. SCOPE AND LIMITATIONS OF THE STUDY

The scope of this study focuses on solving the problem mentioned in the problem statement that
occurs in current Ethiopian social media comments given to political comments and their political

News or posts.
The limitations of the study include:

¢ The privacy of the political news page will be a challenge for the study. Here we will
conduct the challenge or these limitations with the help of different companies, advisors,
etc.
¢ issues that require special attention when we are dealing with sentiment analysis work
include:
- Sarcasm: is one of the most difficult sentiments for automated tracking to interpret
properly. Example: “It was awesome for the week that it worked.”
- Relative sentiment: is not a classic negative, but can be a negative nonetheless.
Example: “I bought an iPhone” is good for Apple, but not for Nokia.
- Compound or multidimensional sentiment: contain positives and negatives in the same
phrase. Example: “I love Mad Men, but hate the misleading episode trailers.”
- Conditional sentiment: includes actions that may happen in the future. Example: the
customer isn’t angry now but says he will be if the company doesn’t call him back.
- Positive feelings can be unrelated to the core issue. For example, many comments about
actors focus on their personal lives, not their acting skills.
- Negative sentiment is not necessarily bad: This relates to the classic PR dilemma
regarding negative publicity. Example: Sarah Palin’s appearance on the Today show

generated many negative comments but still drove rating increases.

12



- Named Entity Recognition - What is the person talking about, e.g. is 300 Spartans a
group of Greeks or a movie?

- Abbreviations, poor spelling, poor punctuation, poor grammar, ...

- Speaker’s emotional state: The speaker’s emotional state may or may not have the

same polarity as the opinion expressed by the speaker. [17].

1.6. ORGANIZATION OF THE REST OF THE THESIS

The thesis report is organized as follows:

Capter 1: Introduction: chapter one describes the highlited content of the paper work and it
contains the proposal work of the thesis that we were planned to achieve this thesis work.

Chapter 2: Literature review and Related work: gives an overview of social media analytics,
sentiment analysis, and the researchers concluded in this field. Finally presents gap analysis and

summary of the chapter.

Chapter 3: Methodology: an overview of the research method and research design that the thesis
work follows. It examines the different sentiment analysis works like preprocessing, methods of

data analysis, and presents subjectivity and sentiment analysis challenges.

Chapter 4: Implementation: presents the experimental results we achieved through our works,
datasets that prepare for sentiment and subjective lexicon, and finally discuss the experiment result.
e Chapter 5: Conclusion and Future Work: It concludes the thesis and mentions the possible

direction for future work.

13



CHAPTER TWO
LITERATURE REVIEW AND RELATED WORKS

2.1. OVERVIEW

This section of the study tries to look at different works that have been done before in the research
area; and key concepts are discussed concerning this work. In the first part, the study tries to look
at what social media analytic mean, its purpose, subject of analysis and application, components
and branches of Natural language processing with related to social media analysis. Secondly, the
study also discuss; what are different classifications of sentiment analysis and subjectivity
classification approaches? And what different methods, the algorithm that has been used in the
same research articles and can be used for this study and finally related works and research gap

analytics these studies try to identify will be discussed.

2.2. SOCIAL MIDEA ANALYTICS

Social media have been adopted by many businesses. More and more companies are using social
media tools such as Facebook and Twitter to provide various services and interact with customers.
As a result, a large amount of user-generated content is freely available on social media sites. To
increase competitive advantage and effectively assess the competitive environment of businesses,
companies need to monitor and analyze not only the customer-generated content on their social

media sites but also the textual information on their competitors’ social media sites, [39].

Social media analytics is the approach of gathering data from social media websites, blogs, and
analyzing that data and evaluate using social media analytics tools to make decisions on the
problem domain. The most common use of social media analytics is to mine user’s_sentiment
through comments and posts to spot trends and to see what's going on. The process goes beyond
the usual monitoring or a basic analysis of “tweets”, “comments” or "likes" to develop an in-depth

idea of the social consumer.

14
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Analyzing publicly available content on various social media sites such as Facebook, YouTube,
and Twitter, as well as social network sites such as Facebook, has become an increasingly popular
method for studying socio-political issues. [23]. Those contents primarily available as comments
and people express their opinions and sentiments on a given topic, news-story, or post while
allowing social and political scientists to extend their analysis of political discourse to the social

sphere.

There are lots of readymade tool for analytic purpose but more of them are workings on only the
English language. Some of the best social media analytics tools currently available includes [];
Rival 1Q, Agorapulse, Zuum, SoTrender, Quaintly, which provides analytics purposes for all major
networks, including Facebook, YouTube, Instagram, and Twitter. Social media is a good medium
to understand consumer choices, intentions, and sentiments. Social media analytic have some
purposeful target to study; from those targets table 2.1 presents some of the target and their

descriptor which belongs to the science.

Social Media Analytics Targets Example of Descriptors

Audience Size Does the size of the audience matter?

Audience Profile For example, add interest and see how many of your fans

have that interest.

Traffic of usage For example, if you are a media site you get paid for

advertisements and more traffic means more money!

Content Analysis We need to analyze the content to see what’s working/not

working. Are videos, pictures, or text updates working best?

Community participation If we’re not responsive to the community they’ll stop

interacting so it’s important to measure this.

Competitor achievements Compare the content to competitors by monitoring stats,

audience profile, audience size growth, etc.

Sentiment Analysis This is where we analyze positive, negative, or neutral

mentions of your brand, product or service

Table 1 social media analytic targets and examples

15
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In modern times, the political arena presents itself among numerous types of platforms. Society
gains much of its information in regards to politics from social media outlets. Specifically,
Facebook greatly impacts the way society interacts within the realm of politics.[22]. From those
mentioned targets of social media analytic as described above these studies try to work on targets
of sentiment analysis and subjectivity analysis of Amharic comments given on Facebook political

posts.

2.3. NATURAL LANGUAGE PROCESSING

Natural language processing (NLP) is a field of computer science, artificial intelligence (also
called machine learning), and linguistics concerned with the interactions between computers and
humans through (natural) languages, in particular how to program computers to process and
analyze large amounts of natural language data. Natural language processing techniques play an

important role to get accurate sentiment analysis. [6].

By utilizing NLP, developers can organize and structure knowledge to perform tasks such as
automatic summarization, translation, named entity recognition, relationship extraction, sentiment
analysis, speech recognition, and topic segmentation and to analyze, understand and derive

meaning from a human language such as Amharic, English, Spanish, Hindi, etc.

NLP algorithms are typically based on machine learning algorithms. [5,6,20]. Instead of hand-
coding large sets of rules, NLP can rely on machine learning to automatically learn these rules by
analyzing a set of examples (i.e. a large corpus, like from a book to a collection of sentences), and

making a static inference.

“One of the most compelling ways NLP offers valuable intelligence is by tracking sentiment —
the tone of a written message (tweet, Facebook update, etc.) — and tag that text as positive,
negative or neutral,” [36]. NLP involves two major branches that help us to develop NLP
applications. [5,6,20,21,30]. One is computational, the Computer Science branch, and the other

one is the Linguistics branch. (see figure 2.1)
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Figure 1 Branches of NLP

The Linguistics branch focuses on how the NL can be analyzed using various scientific techniques.
So, the Linguistics branch does a scientific analysis of the form, meaning, and context. Here
linguistics analysis can be implemented with the help of computer science techniques. We can use
the analysis and feed elements of analysis in a machine-learning algorithm to build an NLP
application. Therefore, by combining these two branches we can gain the fruits of science.

Knowing what customers are saying on social media about a concerned entity on some identified
sector can help the sector continuing to offer good insight, product, service, or customer experience
is the need of the business. NLP makes monitoring and responding to that feedback easily.

2.3.1. COMPONENTS OF NLP

There are five main Component of Natural Language processing, which include the following []:

i. MORPHOLOGICAL AND LEXICAL ANALYSIS

The process of finding morphemes of words is called morphological analysis. It is an
important component of Spelling Correction, Machine Translation, Information Retrieval,
Text Generation, and other natural language systems.[19]. Morphemes are minimal units
of morphology, e.g. build —> building

Lexical analysis is a vocabulary that includes its words and expressions. It depicts

analyzing, identifying, and description of the structure of words. It includes dividing a text

17



into paragraphs, sentences and words. Individual words are analyzed into their

components, and non-word tokens such as punctuations are separated from the words.

SYNTACTIC ANALYSIS

The words are commonly accepted as being the smallest units of syntax. The syntax refers
to the principles and rules that govern the sentence structure of any individual language.
Syntax focus on the proper ordering of words which can affect its meaning. This involves
the analysis of the words in a sentence by following the grammatical structure of the
sentence. The words are transformed into the structure to show how’s the word is related

to each other.

SEMANTIC ANALYSIS

Semantic Analysis is a structure created by the syntactic analyzer which assigns meanings.
It shows how the words are associated with each other. It focuses only on the literal
meaning of words, phrases, and sentences. This only abstracts the dictionary meaning or

the real meaning from the given context.

It involves the extraction of context-independent aspects of a sentence's meaning, including
the semantic roles of entities mentioned in the sentence, and quantification information,
such as cardinality, iteration, and dependency. The culture of society has an impact on

semantic analysis [19].

For example, "Colorless green idea." here; this would be rejected by the Symantec analysis

as colorless green doesn't make any sense.

DISCOURSE INTEGRATION

It means a sense of the context. The meaning of any single sentence which depends upon
the previous or next sentence. It also considers the meaning of the following sentence. For
example, the word "that" in the sentence "He wanted that" depends upon the prior discourse
context. It deals with the properties of the text as a whole that convey meaning by making

connections between component sentences.
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PRAGMATIC ANALYSIS

Pragmatic Analysis deals with the overall communicative and social content and its effect
on interpretation. It means abstracting or deriving the meaningful use of language in
situations. The pragmatic analysis helps users to discover this intended effect by applying
a set of rules that characterize cooperative dialogues.

It is the study of how linguistic properties and contextual factors interact in the
interpretation of utterances, enabling hearers to bridge the gap between sentence meaning

and speaker’s meaning. [19].

For example, "close the window?" should be interpreted as a request instead of an order.

2.3.2. APPROACHES OF NLP

NLP requires a set of rules to represent knowledge about the linguistic structures and depending

on how rules are acquired; approaches to NLP can be rule-based or statistical. A rule-based

approach where rules are written manually and a Statistical approach where rules are acquired

from large size corpora.

Rule-Based Approach

It needed linguistic expertise and it is slower since it is a manually designed sequence of
words, or part-of-speech, or another way of representing words in a sentence, and matches
these sequences with the text and it does not need frequency information. Regular
expressions and context-free grammars are examples of rule-based approaches to NLP.
Statistical Approach

The statistical approach aims to perform statistical inference for the field of NLP. Statistical
inference consists of taking some data generated following some unknown probability
distribution and making inferences. It needed not much linguistic expertise required and it
is based on frequency information. It uses large text corpora to allow rapid, robust, and

accurate handling of the ambiguities in human languages.
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iii.  Hybrid approach
Both rule-based and statistical approaches use mathematical foundations and have their
pros and cons. Thus, rule-based and statistical approaches are usually combined to benefit
from their synergy effect. This gives rise to hybrid approaches.

2.4. APPLICATIONS OF NLP FOR SENTIMENT ANALYSIS

Natural language processing has a lot of applications,including Information retrieval (IR), Query
expansion, Natural language search, Automatic summarization, Natural language generation, Text
simplification, Text-proofing, Topic segmentation and recognition, Reference resolution,
Relationship extraction, Sentiment analysis, Automated essay scoring, Natural language
understanding, Discourse analysis. It is not an interest of this study to clarify those mentioned
above but from those listed applications of NLP, this study tries to discuss what the sentiment
analysis application means, its features, computing steps to perform with relation to social media
analytic since our study concerns on this application area.

Sentiment analysis has been first introduced by Liu,[42]. It deals with identifying and classifying
opinions or sentiments expressed in the source text. It has a broad application ranging from e-
commerce, marketing, to politics and research. The science behind sentiment analysis is based on
algorithms using natural language processing to categorize pieces of writing as positive, neutral,
or negative. The algorithm is designed to identify positive and negative words, such as “fantastic”,

P13

“beautiful”, “disappointing”, “terrible”, etc.

NLP helps companies to analyze a large number of reviews on a product. It also allows their
customers to give a review of the particular product. Sentiment analysis is a method for measuring
opinions of individuals or groups, such as the intent of comments, the brand’s audience, or an
individual opinion in communication. Based on the scoring of measuring mechanism, sentiment
analysis monitors conversations and evaluates language and voice inflections to quantify attitudes,
opinions, and emotions related to their topic like a business, product or service, political issues,

etc.

Itis the automated process of understanding an opinion about a given subject from written or

spoken language. It uses text mining and natural language processing procedures so that a
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computer can take in the expression of emotions. Moreover, it helps bring out the sentiment and
emotional expressions from unstructured text and providing the best method to classify a given

sentiment analysis.[41].

The sentiment analysis system for text analysis combines natural language processing (NLP) and
machine learning techniques to assign weighted sentiment scores to the entities, topics, themes,
and categories within a sentence or phrase. As we know Social media empowers different sectors
to read what people are saying about them and to join the conversation. To be able to make good
use of comments, likes, reviews, ratings, recommendations, and other forms of online expressions,
sectors need to apply them to their thought, ideas, and products, identify new opportunities and
manage their needs. So to deal with this social media analysis has to be done on the sentiment of

what peoples saying in the sectors.

The process of computationally identifying and categorizing opinions expressed in a piece of text,
especially to determine whether the writer's attitude towards a particular topic, product, etc.; is

positive, negative, or neutral.

2.5. HOW DOES SENTIMENT ANALYSIS WORK?

As these studies try to describe above sentiment analysis or opinion mining is extracting opinions,
emotions, and sentiments in text. It allows us to track attitudes and feelings on the web. People
write blog posts, comments, reviews, and tweets about all sorts of different topics. So to do this it
operates on different fields of study like linguistics, NLP, artificial intelligence where it uses the
information given by the NLP and uses a lot of algorithms to determine whether something is

negative or positive, and machine learning.

So this opinion is quintuple, in which an object made up of 5 different things for the machine, (O,
f, s, h 1)

Where O is the opinion (or sentiment) target, “f is features of an object o, s is the sentiment about
the target, “h” is the opinion holder, and “t” is the time when the opinion was expressed. And

these five elements have to be identified by the machine.[5].

This sentiment or opinion analysis can be performed at three levels of investigation; those are at a

document level, sentence level, and Entity and Aspect level.
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Document-level sentiment analysis is to classify a document or whether a whole opinion document
expresses a positive or negative sentiment [20]. It aims to classify an opinion document as
expressing a positive or negative opinion (or sentiment), which are called sentiment polarities. The
task is referred to as document-level analysis because it considers each document as a whole and
does not study entities or aspects inside the document or determine sentiments expressed about
them. It assumes that the opinion document d expresses opinions on a single entity e and contains
opinions from a single opinion holder h. And it obtains the sentiment of a complete document or
paragraph.

Sentence level sentiment analysis where these studies try to conduct is determined whether each
sentence expressed a positive, negative, or neutral opinion and it obtains the sentiment of a single

sentence.

And the third on aspect level sentiment analysis is since both the document level and the sentence
level analyses do not discover what exactly people liked and did not like. The aspect level performs
a finer-grained analysis.[5]. The aspect level was earlier called the feature level (feature-based

opinion mining and summarization).

With relation to social media analytic, sentiment analysis means automated extraction of
expressions of positive or negative attitudes from a given blog, posts, tweets, and comments that
have received on the site. For example on a given Facebook post what someone’s comments

indicate whether is it positive or negative.

2.6. APPLICATION OF SENTIMENT ANALYSIS

Sentiment analysis is being used for different applications and can be used for several others in the
future. From those applications area the common one that is currently used and many researchers
try to study are; Online Commerce, Voice of Customers (VOC) and Voice of Market (VOM),
Brand Reputation Management (BRM), Recommendation Systems, Policy-Making. [30,53].

For sentiment analysis one can use either objective or subjective sentences. An objective sentence
expresses some factual information about the world, while a subjective sentence expresses some

personal feelings or beliefs [5].
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I.  SUBJECTIVITY CLASSIFICATION

Subjective analysis or classification is one branch of NLP application and it is classifying a
sentence as subjective or objective, known as subjectivity classification. The basic concept here is
that the sentiment classification includes both subjective and objective information. Subjective
information indicates the opinions of opinion holders, while objective texts show some objective
facts. Sentiment classification is one main task of opinion mining. The approaches of sentiment
classification can roughly fall into two basic categories. The methods in the first category rely on
language resources. The language resources include sentiment lexicons and natural language
corpus libraries. Researchers usually use some natural language processing techniques combined
with language resources to improve the accuracy of the sentiment classification. The methods in
the second category these studies try to employ are machine learning and lexicon-based to do

sentiment classification.

Machine learning-based sentiment classification methods contain supervised and semi-supervised

methods that need some training instances to learn to get the final sentiment classifiers[30].

1. OBJECTIVITY CLASSIFICATION

As we try to discuss on literature review part of this work textual information can be broadly
categorized into two main types: subjective and objective or facts and opinions. Facts are objective
expressions about entities, events and their properties. Opinions are usually subjective expressions
that describe people’s sentiments, appraisals or feelings toward entities, events and their properties.
The concept of opinion is very broad. In this work, we only focus on opinion expressions that
convey people’s positive or negative sentiments specially on political discourse of Ethiopian social
media users. Which means that, on the objective point of view we are not try to find the fact where
someone’s happness or sadness feeling source, we just try to deal with the subjective of those
feelings.Much of the existing research on textual information processing has been focused on
mining and retrieval of factual information, e.g., information retrieval, Web search, text
classification, text clustering and many other text mining and natural languageprocessing tasks.
Yet,opinions are so important that whenever we need to make a decision we want to hear others’

opinions. This is not only true for individuals but also true for organizations.
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2.7. CLASSIFICATIONS OF SENTIMENT ANALYSIS
APPROACHES

There are different approaches used for sentiment analysis. Here under we discuss some of the

widely used approaches.

2.7.1. MACHINE LEARNING

Machine Learning is a system that can learn from example through self-improvement and without
being explicitly coded by the programmer. [5,6,20]. It combines data with statistical tools to
predict an output. This output is then used by different concerned sectors to makes actionable
insights. Machine learning has different tasks are to provide a recommendation, fraud detection,

predictive maintenance, portfolio optimization, automatize task, and so on.

Machine learning uses two types of techniques [5]: supervised learning and unsupervised learning,
While supervised learning, trains a model on known input and output data so that it can predict

future outputs, and unsupervised learning, finds hidden patterns or intrinsic structures in input data.

Machine learning uses a variety of algorithms that iteratively learn from data to improve, describe
data, and predict outcomes. As the algorithms ingest training data, it is then possible to produce
more precise models based on that data. A machine learning model is the output generated when
you train your machine learning algorithm with data. After training, when you provide a model
with an input, you will be given an output. For example, a predictive algorithm will create a
predictive model. Then, when you provide the predictive model with data, you will receive a
prediction based on the data that trained the model. [27].

ML is one branch of Al where, it is the theory and development of computer systems able to
perform tasks normally requiring human intelligence, such as visual perception, speech

recognition, decision-making, and translation between languages; it has lots of applications. [6].
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Planning

Figure 2 The overall category of Al that includes machine learning and natural language
processing. [27]

To do this, Machine learning applications use different techniques. These techniques are required
to improve the accuracy of predictive models. Depending on the nature of the business problem
being addressed, there are different approaches based on the type and volume of the data. The
machine learning approach involves text classification techniques. This approach treats the

sentiment classification problem as a topic-based text classification problem. [5].

The features of a machine learning-based approach for sentiment classification are [5,6,20]:
» Term presence and their frequency: that includes Uni-grams or n-grams and their presence
or frequency.
> Part of speech information: used for disambiguating sense which is used to guide feature
selection.
> Negations: has the potential of reversing sentiments opinion words/phrases: that expresses

positive or negative sentiments..
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2.7.1.1. SUPERVISED LEARNING

Supervised learning is a process of learning algorithm from the training dataset. []. It is the learning
of the model wherewith input variable (x) and an output variable (YY) and an algorithm to map the
input to the output;That is, Y = f(X).

In Supervised Learning, algorithms learn from labeled data. After understanding the data, the
algorithm determines which label should be given to new data based on patterns and associating
the patterns to the unlabeled new data. Here in supervised learning, all data is labeled and the

algorithms learn to predict the output from the input data.

The supervised machine learning algorithms are those algorithms that need external assistance.
The input dataset is divided into train and test datasets. The training dataset has an output variable
that needs to be predicted or classified. All algorithms learn some kind of patterns from the training

dataset and apply them to the test dataset for prediction or classification. [24].

Input data or training data has a pre-determined label e.g. True/False, Positive/Negative, Spam/Not
Spam, etc. A function or a classifier is built and trained to predict the label of test data. The
classifier is properly tuned (parameter values are adjusted)to achieve a suitable level of

accuracy.[28].

Supervised Learning can be divided into 2 categories i.e. Classification & Regression.[5,20]. The
first one is Classification predicts the category the data belongs to. e.g.: Spam Detection, Churn
Prediction, Sentiment Analysis, and Regression predict a numerical value based on previously
observed data. E.g. House Price Prediction, Stock Price Prediction, Height-Weight Prediction.
From those categories, since this study tries to perform sentiment analysis we will go through the
first categories of supervised learning machine learning algorithms.

As we indicate above supervised learning categories; the classification one performs through the
linear classifier and probabilistic classifier to determine the categorical class labels of new
instances based on past observations. These two categories of supervised learning ML they have
their branches of algorithm and from those algorithms, these study will discuss navies Bayes (NB)

from the probabilistic classifier, which will be used for classification purpose in this study.
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NAIVES BAYES (NB)

Navies Bayes supervised learning machine learning classifiers. It is a probabilistic classifier that
makes classifications using the Maximum a Posteriori decision rule in a Bayesian theorem. Naive
Bayes classifiers have been especially popular for text classification, and are a traditional solution
for problems such as spam detection. [28].The posterior probability can be calculated by first,
constructing a frequency table for each attribute against the target. Then, transforming the
frequency tables to likelihood tables and finally uses the NaiveBayesian equation to calculate the
posterior probability for each class. The class with the highest posterior probability is the outcome

of the prediction.

The Navies Bayes (NB) classifier is derived from Bayes rule which tells us how to flip the
conditional reason about effects to causes. It uses the Bayes theorem but assumes that the instances
are independent of each other which is an unrealistic assumption in practical world naive Bayes
classifier works well in complex real-world situations.[5,6,20].

The Naive Bayes classifier algorithm can be trained very efficiently in supervised learning for
example a political party which intends to promote a new policy the company can collect the
historical data for its members, including current policies support, insight about the new one and
the previous policy, and information on whether a member loves the proposed policy. Using Naive
Bayes classifier the company can predict how likely a member is to respond positively to a policy
offering. With this information, the political party can gain insights from its member to gain in

advance on other competitors.

Likelihood Class Prior Probability

P
Peis)- 200

Posterior Probability PredlctorPrl'orProbabl’Il’ty

P(c|X) =P(x,|c)x P(x, | e)x-—-xP(x, | €)x P(€)

Where

- P(c|x) is the posterior probability of class (c, target) given predictor (X, attributes).
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- P(c) is the prior probability of class.
- P(x|c) is the likelihood which is the probability of predictor given class.
- P(x) is the prior probability of predictor.

Here in Navies Bayes text classification defined as [5,6]:

Given an Input: a document d and a fixed set of classes C = {cl, c2... c¢J} the output will be: a
predicted class ¢ €C. Navies Bayes relies on a very simple representation of document using a bag
of words assumption where it assumes position doesn’t matter and conditional independence

where it assumes the feature probabilities P (xi|cj) are independent given the class c.

For example: Suppose we are building a classifier that says whether a text is positive or Negative.
Let us look at Navies Bayes's example for text classification. The training set consists of 10
Positive Reviews and 10 negative reviews and considered word counts are as follows:
AN IO NNCTNAPA =

Positive: &Nk =4, Aé- =6, £hOco® =5, N1APA =3
Negative: ANt =5, - =20, £hncg® =5, NaPh =4
Given the test set as “A-N1HA&10-2NCINAPA:" Let us find the sentiment for the given test set

Given the training, set consists of the following information Positive reviews =10 and Negative

reviews=10. Total no of Reviews=positive reviews+ negative reviews=20
The prior probability for the positive reviews is P (positive) =10/20=0.5
The prior probability for the negative reviews is P (negative) =10/20=0.5

Conditional probability is the probability that a random variable will take on a particular value

given that the outcome for another random variable is known.

The conditional probability for the word ‘A1t in a positive review is P(A&N'rt/positive) =4/10
=0.4, for the word ‘a¢-’ in the positive review is P(aé/positive)=6/10=0.6, for the word ‘ehncg™
in the positive review is P(&hncg®/positive) =5/10 =0.5, and for the word “NAPA’ in a positive
review is P(-iaPa/positive)=3/10 =0.3
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The conditional probability for the word ‘A7t in the negative review is P(A-0rt/positive)=5/10=
0.5, for the word ‘¢’ in negative reviews P(a¢/positive) =20/10 =2, for the word ‘2hNcg®’ in the
negative review is P(&hncge/positive)=5/10 =0.5, and for the word “1APA’ in the negative review
is P(NAPa/positive)=4/10 =0.4

The posterior probability is the product of prior probability and conditional probabilities.
Since, Posterior probability= prior probability *conditional probability

The posterior probability for the positive review is P(positive)=0.4*0.6*0.5*0.3 = 0.036 and for
the negative review is P(negative)=0.5*2*0.5*0.4= 0.2

The posterior probability for the negative reviews is greater than the posterior probability of the
positive review P(negative)>P(positive) or 0.2 > 0.036. The given test set
“aNrtasi1o-2nNcI>0AaPAa=:" is predicted by Naive Bayes as a Negative Sentiment. From the above

example, we consider the preprocessing step is as done like stop word “1@” and “::” are removed.

2.7.1.2. UNSUPERVISED LEARNING

Unsupervised learning finds hidden patterns or intrinsic structures in data. It is used to draw
inferences from datasets consisting of input data without labeled responses. The main purpose of
unsupervised learning is to group data having similar characteristics into different clustering.
Clustering is the most common unsupervised learning technique. It is used for exploratory data
analysis to find hidden patterns or groupings in data. Applications for cluster analysis include gene
sequence analysis, market research, and object recognition. Common algorithms for performing
clustering include k-means and k-means, hierarchical clustering, Gaussian mixture models, hidden

Markov models, self-organizing maps, fuzzy c-means clustering, and subtractive clustering.

The unsupervised learning algorithm learns a few features from the data. When new data is
introduced, it uses the previously learned features to recognize the class of the data. It is mainly

used for clustering and feature reduction.[24].
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2.7.2. LEXICON-BASED APPROACH

Lexicon Based is one branch of sentiment classification techniques and it works on an assumption
that the collective polarity of a document or sentence is the sum of polarities of the individual
words or phrases. These approaches for sentiment classification are based on the insight that the
polarity of a piece of text can be obtained on the ground of the polarity of the words which compose
it. There are three techniques to construct a sentiment lexicon: manual construction, corpus-based
methods, and dictionary-based methods.[5,6,20,21,51].

. MANUAL CONSTRUCTION

It is the process of creating sentiment words and phrases constructing manually. This phrase and
sentiment are basic linguistic units to express feelings and to construct such terms manually are

time-consuming and difficult.

Il. CORPUS-BASED METHOD

The Corpus-based approach helps to solve the problem of finding opinion words with context-
specific orientations. Its methods depend on syntactic patterns or patterns that occur together along

with a seed list of opinion words to find other opinion words in a large corpus.[34].

Corpus approach uses the statistical co-occurrence information in a large collection of documents
and is based on the assumption that the sentiment words that have the same polarity occur together

in the corpus.[25].

I11.  DICTIONARY BASED

The dictionary-based approach utilizes synonyms and semantic relations to determine the positive

and negative polarity of words. These methods produce sentiment lexicon using a dictionary.

In these methods, at first, a set of seed words with known positive and negative orientation is
collected manually and then using bootstrapping algorithms to find their synonyms and antonyms
in the dictionary, the newly found words in each iteration are added to the positive and negative

lists until no more new words can be found.[25].
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2.7.3. HYBRID APPROACH

This approaches is the combination of both the machine learning and the lexicon-based approaches
has the potential to improve the sentiment classification performance. There are some advantages

and limitations in using these different approaches depending on the purpose of the analysis.[18].

It employs the lexicon-based approach for sentiment scoring followed by training a classifier to
assign polarity to the entities in the newly find reviews. And most of the currently available
research works have dealt with the problem of sentiment and subjectivity classification using this

approach.

2.8. RELATED WORKS AND GAP ANALYSIS

A lot of work has been done in the field of sentiment analysis. Different techniques are used to
classify the text according to the polarity of the entity that the study concerned. Most of these
techniques can be classified under different categories as this study try to discuss above in the
classification of sentiment analysis. Therefore, in this part different literature or works that have
been done about social media analytics and politics and related works has been done on sentiment
analysis will be discussed by dividing into two parts. Firstly we look at different works related to
this work with relation to social media and politics and secondly works about sentiment analysis

and subjectivity classification with a variety of approaches.

2.8.1. RELATED WORKS ON SOCIAL MEDIA AND POLITICS

In this part of related work, the study presents some works done so far based on social media and
politics. Among them, we have chosen the most relevant ones which are related to our works that
are done in different languages.

The research work presented on “Young adults’ political engagement using Facebook” [40]
explores how young adults understand and experience political engagement on Facebook. And to
explore this valuable active research area they used to work on using in-depth interviews on 10
different Facebook users. Their findings suggest that these groups of political participants choosing

political engagement through a non-traditional way which is social network websites. And finally,
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they try to indicate an insight on how political participation on Facebook is greatly affected by the
social nature of the site and gives a direction for any study of politics and Facebook must consider

how the nature of social networking sites affects interaction in relevant fields.

Different news media handle the same news story in different ways. Serious newspapers and
television news programs more often used the responsibility and conflict frames in the presentation
of news. The research work presented in “The Role of Social Media in Political Campaigns” by
[32] elaborates the news operator connection on social media posts and examine its relationship
with public sentiment, by studying how emotion is produced and consumed via news exposure on
social media. The instrument used was based on a dictionary-based approach, which consists of a
simple word count of the frequency of keywords in a text from a predefined dictionary. Then they
analyze a large amount of news feeds from news media’s social media outlet (i.e. Facebook), and
they try to analyze the linguistic patterns of those news feeds and corresponding comments, to
identify sentimental elements embedded in news reporting and commenting that are related to

particular political campaigns.

The research work presented in “Politics and Young Adults: The Effects of Facebook on Candidate
Evaluation” by [37] tries to explore the relationship between young voter's social media use to
evaluate political candidates. To do this they try to make work based on a larger experimental lab
study on how social media and traditional media (meaning non-social media material) might
interact when subjects. To conduct this they use a semi-structured interview with two politicians
participating in the election and users of Facebook. They contribute to the literature on how voters

use information communication technologies (ICTs) to inform the vote decision process.

The other related work this study tries to look is that the work is done by [38]; “The role of online
social networking in the 2008 democratic presidential primary campaigns”, which try to examine
whether social networking sites enhanced political engagement, expanded the campaigns’ reach
to traditionally ignored audience groups, and increased the interactivity between the campaigns
and voters. They try to conduct searching for resources in two parts as campaign staff and the
online Facebook user through interviews and online survey questions posted online. From their
work, they get an insight where some meet their first hypotheses on the behalf of campaign staff
on SNN their candidate’s profile has led to a high level of involvement in terms of discussion and

support and SNN to reach out to young people or to demographic that is connected online and
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effective as a communication tool they able to post contents to get a lot of feedback. But in contrast
on the behalf of online users, their level of political activity or awareness had not changed after
browsing or supporting candidates on Facebook. Even if the way they followed to achieve their
goal is good but for the second hypotheses which are given by the online user, it might not fully
reasonable since the way they perceive response of online user is not to get an awareness instead

to give only support and to give assurance for the availability of the campaigns.

2.8.2. RELATED WORKS ON SENTIMENT AND SUBJECTIVITY
CLASSIFICATION

2.8.2.1. SUBJECTIVITY ANALYSIS

The problem of determining whether a sentence is subjective or objective is called subjectivity
classification[26]. Alternatively, the detection of subjectivity and polarity can be jointly addressed
by treating the problem as a 3-class classification problem with classes: neutral, positive, and
negative. Different works are done on subjectivity classification and those works have been done
on a single language and multilingual through by creating a dictionary of a translator. But those
works that are closely related to this research work that helps to achieve its target will present.

The research work presented in [26] tries to works on presenting subjectivity classifiers from a
standardly prepared dataset for subjectivity classification. They performed subjectivity
classification of sentences using basic features such as the presence of a pronoun, an adjective, a
modal, etc. in the sentence through world Press articles using unannotated data. In addition to this,
they advance the state of the art in objective sentence classification by learning extraction patterns
associated with objectivity and creating objective classifiers that achieve substantially higher
recall. They used high precision rule-based classifiers for generating initial training data and then
used semi-supervised learning to iteratively learn subjectivity patterns and augment the training
data. The rule-based subjective classifier classifies a sentence as subjective if it contains two or
more strong subjective clues (otherwise, it does not label the sentence).In contrast, the rule-based
objective classifier looks for the absence of clues: it classifies a sentence as objective if there are

no strong subjective clues in the current sentence, there is at most one strong subjective clue in the
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previous and next sentence combined, and at most 2 weak subjective clues in the current, previous,

and next sentence combined (otherwise, it does not label the sentence).

unlabeled
text corpus
subjective
— clues —
rule—based subjective rule—based objective

sentence classifier sentence classifier

subjective
sentences

objective
sentences

Figure 3 Initial training data creation (source from their paper)

The second related work this research work tries to look at is “Recognizing Subjectivity: A Case
Study of Manual Tagging” by [35], they work on subjectivity recognition through manual
tagging on a sentence- level categorization in which tagging instructions are developed and used
by four judges to classify clauses from the Wall Street Journal as either subjective or objective.

By analyzing those arguments given by judges it make a final classification.

The research work presented in [33], try to discussed and evaluated methods to develop
subjectivity analysis tools for selected languages by applying machine translation on the available
subjectivity analysis tools and resources for the English language. They investigate methods to
automatically generate resources for subjectivity analysis for a new target language by leveraging
on the resources and tools available for English. Specifically, through experiments with a cross-
lingual projection of subjectivity, they follow two classification techniques to generate and
evaluate subjectivity and sentiment analysis tools rely on manually or semi-automatically
constructed lexicons in which corpus-based and lexicon-based. On the lexicon approach through
by translate subjective lexicon in which by translating an existing English lexicon using a bilingual
dictionary and rule-based subjectivity classifier using a Subjectivity Lexicon and the other one is

through the corpus-based approach. This approach builds a subjectivity-annotated corpus for the
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target language through projection and then trains a statistical classifier on the resulting corpus. In
which, generate a subjectivity-annotated corpus in a target language by projecting annotations
from an automatically annotated English corpus. Finally, they try to validate their work through
measuring the extent to which subjectivity is preserved across languages in each of the two
resources and validated the two automatically generated subjectivity resources by using them to
build a tool for subjectivity analysis in the target language. They try to indicate that a similar way
can be used to derive tools for subjectivity analysis in other languages. But the thing they miss is
that the projection of annotations across parallel texts can be successfully used to build a corpus
annotated for subjectivity in the target language. However, parallel texts are not always available
for a given language pair. Therefore, instead of relying on manually translated parallel corpora,

we think that machine translation to produce a corpus in the new language will be a good approach.

2.8.2.2. SENTIMENT ANALYSIS

There is a large amount of work on Sentiment Analysis, and good comprehensive overviews are
already available[5],[20]. So this study will review the most representative and closest to this work.
Since sentiment analysis is a recent research area branch of NLP and linguistic and a lot of work
has been done, but instead of dealing with the actual problem that the world faces most of them
are based on the creating of the method or model that used for the classifier. This study proposed
a two-step classification method. It first classified sentences as its subjectivity related to the post
they belong and then classifies the subjective sentence as positive, negative, or neutral. To
determine whether a sentence expresses a positive or negative sentiment, two main approaches are

commonly used: the lexicon-based approach and the machine learning-based approach.

The study first trains using a machine learning-based approach where typically trains sentiment
classifiers using features such as unigrams or bigrams; by applying different techniques using some
form of supervised learning, such as Naive Bayes, and Support Vector Machines. These methods
need manual labeling of training examples for each application domain. There are also some
approaches that different researchers utilize, both the opinion words/lexicon and the learning

approach.
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The research work presented on “Sentiment mining model for opinionated Ambharic texts” by [16]
tries to classify a given opinionated document or text into predefined classes since polarity
classification is concerned with categorizing a given opinionated document into predefined
categories based on the weights obtained from the weight assign and polarity propagation process.
By assign an initial value to the sentiment terms and propagates the initial polarity values, lexica
of properly tagged Amharic sentiment terms are used to detect sentiment terms. To accomplish the

task they follow the approaches of building Amharic sentiment lexicon.

The work done by [26] used a subjectivity lexicon to identify training data for supervised learning
for subjectivity classification. Then the lexicon-based approach applied to determine the sentiment
or polarity of opinion via some function of opinion words in the sentence [29],[31] is other works

that use a lexicon-based approach for sentiment classification.
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2.9. SUMMARY OF REVIEW WORK

The reason why it is essential to make sentiment analysis on political discourse through social
media analytic is that it is beyond sentiment analysis. Which means that it is not only classifying
a document or a sentence positive or negative instead it plays a significant role in discovering a
new insight within a domain or tracking point of view that are necessary for analyzing opinions
through the political domain in blogs, newspaper, and articles where a third person narrates his/her

views.

The study discusses in detail about social media analytic, applications, components, and branches
of NLP, various approaches to Sentiment Analysis and subjectivity classification, mainly Machine
Learning and lexicon approach. The study tries to look at the application of ML techniques like
Naive Bayes and Support Vector Machines and lexicon approaches used for SA and provides a

detailed view of these techniques.

We also look at specific topics on sentiment and subjectivity classification that help us to gain
knowledge for this study and how to make a sentiment analysis work, their methods and
approaches, potential challenges of social media analysis, Sentiment Analysis, and subjectivity

classification.

Here through this work what we have seen and tries to recommend is that most of the research
works focus not only in developing classifiers for a single language or multilingual but also they
should have to deal with currently available world problem which means they should have to work
on cooperatively with social science, health sector, political science and soon research problem

areas.
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CHAPTER THREE
METHODOLOGY

3.1. OVERVIEW

In this chapter, the study discusses the research design, the research method used, area of a study
conducted, the period of the data collected for the study and why, the sample of the population,
techniques used, the instrument for data collection, how the corpus was prepared, method of data

analysis.

3.2. RESEARCH QUESTIONS

In this research we discuss the following questions and try to give answer to each one of them.

RQL1. Are the sentiments associated with the comments an indicator of the correlation between

the content of post and real world events in politics?
RQ2. How does the sentiment of a particular posts trend over a commenters?

RQ3. How does the sentiment embedded in user comments relate to the topic of the post and to

which percent sentiment polarity it has?

RQ4. How does political polarization make people vulnerable to disinformation or unrelated
comments or in turn how does the increase prevalence of dis-information lead to greater political

polarization?

To answer this research questions, since, as we try to describe above social media is the new
knowledge chain for all age groups and become a platform to express sentiments in the form of
opinions and reviews on almost everything- movies, brands, product, social, political and
economic activities, here I ask myself “The next big question here is; how can | get data for

sentiment analysis and how can | actually analyze the sentiment data?”
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3.3. RESEARCH METHODS

Broadly, research done based on methods is classified into two, qualitative research and
quantitative research.[]. The main focus of qualitative research is to understand, explain, explore,
discover, and clarify situations, feelings, perceptions, attitudes, values, beliefs, and experiences of
a group of people. The study designs mainly entail the selection of sentence or comment polarity
and subjectivity from the information gain from the posts, through techniques available, that was
explored and gathered. The parameters of the scope of a study, and information gathering methods
and processes, are often flexible and evolving; On the other hand, in quantitative research, the
measurement and classification requirements of the information that is gathered demand that study
designs are more structured, rigid, fixed and predetermined in their use to ensure accuracy in

measurement and classification. [43].

Since this study was conducted to investgate a relationship between the collected data ( which is
Amharic comments given on political discourse on Ethiopian political, social media pages) and
current social media use on the political discourse on the case of Ethiopia, the finally observations
is established based on mathematical calculations. It seems to be a qualitative research design but
it also has statistical conclusions to collect actionable insights which means that quantitative
research was conducted. Therefore, the research conducted applied a combination of both methods
of research design and followed mixed research methods. This provides a holistic approach
combining and analyzing the statistical data with deeper contextualized insights and also enables

Triangulation, or verification, of the data from two or more sources.
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3.4. RESEARCH DESIGN

Research design is a framework of methods and techniques chosen to combine various components
of research in a reasonably logical manner to efficiently handle the research problem. It provides

insights about “how” to conduct research using a particular methodology.

Therefore, the general research design or the framework, method, or technique this study followed
is that first data collection, classification of subjectivity followed by an analysis of the polarity of
the comment, and finally the analysis of the data generated by subjectivity and sentiment analysis

work.

]
PREPROCESSIMNG ‘

DATASETOF EACH SOURCES
CLEAR DATASET
: Su bjectivity Detection }—————————Individually select sentence in each corpus
._\0—_.“
LEXICOMN OF EACH CORPUS
subjective sentence of each
Comus
Sentiment Analysis
« O
A
Folarity words within the domian
I Palarity sentence

Opinionated Summary

Figure 4 General approach/method conducted
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3.4.1. METHODS OF DATA COLLECTION

This study followed primary data collection since the data was not previously collected and
published for a specific purpose. They are critically analyzed to find the trends of our political

discourse participation through social media, trends of comments with the post-it belongs.

SA works are mostly related to sentiment classification, as the polarity is a natural abstraction of
collective opinion. Most studies classify comments or documents into two categories: positive
versus negative. This is also referred to as a binary polarity classification. [52]. The study tries to
follow sentiment analysis through a binary classification. This means that as early work describes,
Sentiment analysis consists of two kinds of classifications: the first one is called the binary
classification where opinion lies on one of two categories (e.g., positive or negative), while the
second one is called multiclass classification where opinion lies on one of the multiple categories
(e.g., strongly agree, agree, fair, disagree and strongly disagree) and subjectivity classification
where comments or sentences are analyzed to identify the document that holds an opinion.

About tools and methods used to identify and collect data, different approaches have been applied
to this area of research. It may be a ready-made dataset, manually or automatically fetching data.
But manually collecting the data is not realistic and definitely, the most time consuming and
inefficient. Therefore, to make it more practical the first task of the study was identifying the source
of the data and collecting the data through different tools that have been developed and readymade
tools; those are Facebook API, Python code, and websites to export comments. We can easily scrap
any public Facebook Page or Group posts and comments to Excel spreadsheets using the Facebook
scraper tool (ready-made Python Scripts). The thing we have to do was that first, we should have
to register to Facebook account then register to Facebook Graph APl Access Token to access the
contents of the public pages. Finally, through the Graph API access token, we scrapped Facebook
page posts with URL queries and we download Facebook page posts and comments to Excel. The
first part of the data was collected on public and individuals news pages that used social media as
an alternative tool to reach their followers and people of Ethiopian. Since the third part of media
categories is religious it does not belongs to our political sentiment analysis concept and it

automatically discarded from our work.
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And from the governmental or public TV and radio which use social media as an alternative tool,
we selected EBCZENA because the reality that almost all of the federal and regional governmental
media try to release the same contents of news especially political news and the news language of
transmission is Amharic. And finally, from the privately-owned company of media we select
FANABROADCASTING AND ESAT, the reason that we only select from 26 private companies
is that they have more followers than the rest of the members and secondly they use the Amharic
language as a medium of transmission. Most of the other categories are entertainment groups as
we can see the below table.

The second part of the data was collected from the most influential politician and activists that
have a lot of followers regardless of their political views. But here we try to balance by taking the
most influential people on three actively participant ethnic groups of the country, YONI MAGNA,
JAWA MOHAMMED, DANIEL BERHANIE from Amhara, Oromia, and Tigray respectively.

And additionally their follower and public graph they have in Ethiopian politics’.

Media Stations which have social media Category of Language of
tool(FB) General News transmissions
and uses FB as mostly
an alternative
tool
Government- | ETV News , ETV Entertainment ,ETV | General, news, Amharic — 7,
Owned Language ,Addis TV ,Amhara TV Afaan Oromo —
Television ,Debub TV ,Harar TV ,0BN ,Tigray TV 1, Tigrigna—1,
Stations -11 Harari — 1,
Somali - 1
Privately- Kana TV ,LTV Ethiopia ,EBS TV General Ambharic - 21
owned TV ,ENN TV , JTV Ethiopia, Nahoo TV, Entertainment, Afaan Oromo
stations OBSTV,WaltaTV, Fana TV, Aleph | Culture, Health -2
TV, Afrihealth TV, ARTS ,DW TV, News, General Tigrigna — 2
Bisrat TV , Asham TV, AHADU TV, | News, Simian -1
Asrat HD , Arki TV, ESAT , OMN , Children’s’
Balageru TV, ABN TV, Ethio lijoch, | channel
TV 9 Ethio, SMN-ETH, TMH TV - 26
Religious EOTC TV, Christ Army TV, Bethel TV, | Ethiopian Amharic — 28
company Vision TV, Holy TV, CJ TV, Jesus TV, | Orthodox, Afaan Oromo —
El Shaddai Television Network (ETN | Protestant, Islam |5
HD) Presence TV, Elhori TV, Elohi TV,
MO'A TV HD, Arara TV, GMM TV
Ethiopia, Africa TV 1, Zawya TV,
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Nuuralhudaa TV, Nesiha TV HD,
Hamilton TV, As-Sunnah TV,
Anointing TV, Aleph TV, Christ
Mission, Holy Sprit TV, Marcil TV,
Evangelical TV HD, Glory TV ETH,
Fover TV, WW TV, 7 Spirit TV,
Rehobot TV HD, As-Sunnah TV - 33

Table 2 Data collection source

LA (2 1A 1P St 4 B e LR RS PR 5T 0937 ) oo o e AR Pt A ot MR B ek oo

317 _ets_ FESBORACHARARChrnt Sy Dsiisu_SUnnalHonwtod LG sk e PespMCC A5l 515 PRl 3omalgt 330D Evoa LomeFLINDrn, 58

¢ P4 Do AR A4 44 M SRR B

Source URL  hpsfovm Facebook comfTaratrnadcastiglposty

fiiewr proflel Coment ke fiew soums)

Fhdl Used CRFPAFTIMARMC AN 345 view comment Sunday, Novermber 15, 2018 10:33am GMT
1 EeDencer Dagy tho d A 24 e AR 1031 viaw comment Sunday, November 15, 18 10:34am GMT

Soloman ke AL LIS 337 view comment Sunday; Noverber 15, 2018 10:34em GMT

Figure 5 Sample data collected

POSTS Unprocessed comment collected in all
selected data source and their posts
30 15000

Table 3 size collected data
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3.4.2. SAMPLE SIZE

In the work of [44], they were interested in the sentiment of political communication of Austrian
parties and media and assembled a corpus of party press releases, minutes of parliamentary debates
and media reports on election campaigns from the years 1995-2013 where the texts are available
in a machine-readable format. The corpus initially consists of about 470,000 sentences. Pre-
filtering with seed words cuts its size to about 215,000 sentences with negative sentiment. From
that corpus, they randomly select 13,000 sentences for crowd coding. Pre-filtering with seed words

is not required, but it reduces the coding costs.

In the case of our work, the data was collected in the time of the current Ethiopian government
political transition period which is form June first, 2018 up to Nov 2018. The reason why the study
selected this period is that firstly it was a large political movement that happened in the country,
secondly, many social media participants provide their opinion freely without any frustration of
the government and the ruling party. The data was collected specifically on domain-based and
manually by selecting political news hotly spreads throughout all news agencies within the country

and which has been a lot of comments given on.

The data was collected about 30 posts with each of them have 500 comments from that selected
giant public and private social media news but in the period of data collection, the study excluded
the post that has fewer comments and non-political posts from those data sources. The study
selected those posts that have political news and content which has been a hot issue on Facebook
and different social media with more than 500 comments or participants, and those are power full

in terms of spreading on different news agency pages or websites.

In the works of [52], he used different sampling approaches; Blogosphere or weblog with 23
politics posts, Twitter Collection, and Movie Review Dataset. For example, in his work for the
third sampling approach he used the Cornell movie-review dataset, which was created by Pang
used as a source of the data for but only the Sentiment polarity dataset is used. Where The dataset

includes 1000 positive and 1000 negative review articles labeled at the document level.
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3.4.3. PREPROCESSING AND PREPARATION OF CORPUS

l. CORPUS

For the subjectivity detection and sentiment analysis part, the study followed not preparing one
corpus for all of the analysis instead it prepared the dataset for each post with belonging
comments for subjectivity detection then from those selected subjectivity sentences the study

made sentiment or polarity analysis on those comments or sentences.

Dataset collected

Individuals sources Public Media sources
DANIEL JAWA YORNI FANA ESAT EBCZENA J

ch

faumV
Lexicon Word for each dataset

Polarity Word

Figure 6 Corpus preparation step

Il.  TEXT PREPARATION

Text preparation involves cleaning the extracted data before sentiment analysis and subjectivity
detection is performed. It involves in identifying and eliminating non-textual content from the
textual dataset, and any information that can have a privacy issue like source URL, commenter’s
name, commenter’s location, comment date, numbers of likes, comments that is not relevant to
the area of study, comments given on different language like English, removing numbers,
stripping whitespace, removing punctuation and stop words, was removed from the textual

dataset.

I1l.  TOKENIZATION

Each post or comment is stored in a string. To enable further processing, this string must be split

into individual words. Tokenization is the process that splits a string into one or more words,
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phrases, symbols, or other meaningful elements called tokens. Larger chunks of text can be
tokenized into sentences, sentences can be tokenized into words, etc. Tokenization is also referred
to as text segmentation or lexical analysis. Sometimes segmentation is used to refer to the
breakdown of a large chunk of text into pieces larger than words (e.g. paragraphs or sentences),

while tokenization is reserved for the breakdown process which results exclusively in words.

Since sentence/comments are used to express the opinion of social media user and they need have
to correctly structure in the form that the commenter need of expressing his/her idea of what the
post content has. But this is not realistic and they don’t care about the sentence structure instead
their only concern will be the case they commented on. For example, they don’t concern about
sentence ending or full stops, commas and soon and after preprocessing this error we also need to

break down sentences to get meaning full message from the comments given.

In our case, as we try to analyze and classify each comment given against the post we need to clear
understanding of the comment. And each comment may not be only one sentence they maybe three
or more, even at text paragraphs level. So to have a clear sentence we need a tokenizer(sentence)
to breakdown a text paragraph into sentences. For the case of detecting polarity also we need word
tokenizer to get single contents of the word. For example, the comment given below is the one
taken from the data from our corpora.

from nltk.tokenize import sent_tokenize

comments = "220-N hAA 7 A.a hLi7? Nz OC N7PA +hat NINL@- PHC TITéet OTEA +add 0104 +mCME OTEAFTY
TEACFD- M6CP AAAP AF/OLT TIPLA ANTA AA 9°AT am \

04,200\ NGAE GCL (L 13F HHPPS @TEN Foet BI°C (UPA HTT ALNFA ATLTLTT £3@PA. £V POTEAN oot NPT
NHY $L9° Nz OC (UPA +hak L1047 \

PHC T4t @78 A SHhAn- INA0TFT i gevahdA. hi OTeeO A CF@- NG 026 VALPTT a9°C At T +mCMEP Ty
A18.0PCAN PFmPP@- Phade 7 AL0 haLi? VAL TET \

ANGPDAVEY NPELD- ADALF 18,0 3 PCh TIAZA. PhAd TA0 nLT? iy $29° ha $CAVFD- PA+TLPHEG NP O+
emé- ThatF7 PaAPLONT PN 70T A1 A2LI0C \

IUEFTT MNAPA. AF/(E +MCMS OTEAFT LAPLNOT 9°NTI8T TmEd PAT LAM@- 7" A0 MREF@- 16CP 1eT AL NPT
A LB AP P ATLAT 2T.meP INC. \

Phad TN DILAT DFTFAS APl 2Ad AJC AOCTI° B47T ALY PAAD: 188 NOCP APAP 10+ PPN hRTT h19°) PAD-
aAN AF/0E PPN (LPTP 0§/ 0 SFT \

TEART @-LP TNLLIFDY (64D NTLTT PO ALIIMGA. Phdde 7700 AG/0E Pam@- NOCP Lot AL 1@+ PAD- JPAT
QhAd 09LTF heHE QA»ANST etarhd 7RG \

21214, aPPRY AF/LE 6RIPC (LIAGT® &/0E 17 £V 1O PHC 174 @TBA NePPr NOCP Lo+ “Ind AL TAIR: U7 ToHH
PAM- AAANTI® VALYT PIRATFD- CFD- Ad D-LP A&CTPA. \

o9 1182 AL 187 Aevamt 122/03/2011 AP P AT:A. Phad ZA.09° U1 FOHH Pam- Phade h& 5 aa»AMSTT
POH-T QAT &1V LeAT PUIHATS 18R @ \

ALTT AP.PC 0912491 W1 SDAL T 91.8.9 1 1PCh avlB LAASA. (FaRT149° Ny~ @TEAN +hA®- 992999 0+ hing. +hanT
A% P e A0 T 207 Navtt ho1done \

oA P70 PAT ATFAeE NhAA A0 DTLT AP0 ATIDP ATFAAN. 742 °T9° ALY Fhedt ATSATOMD- P9 040@-
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APLI® 992908 (L A6 APTF Ot PP +mfE 0104\

ch20 1B OHAA T hAK AL FATEPTFD: h204 PPSTED- FICIF A1LLMLVFD- P101CSF@- APTF 10APA. £V (A T4V
AP80 9P NINLOTFO- FhAlF 25+ PAPLN-\

(L7 PML (HPHO- ¢ 121/03 2011 4G 24/03/2011 thadk 7 A0 HNAGT? A78.0PCAN FoHH TAAGA. NevAl+ NiLY N4+
PHL.a0P@ AP NGHY Lok IC WT1L992167 \

100 (LIP79° N0CE PPN 20T OTEATTY TPl AATPFA LOAT TIMATT A28 P191CSF @ ANt AenPT 10APA::
AUT9° OGP O9° U7 00 P TU LeET TS5 e \

NANTFD.L aosg° 20PA."

tokenized_comment=sent_tokenize(comments)
print(tokenized_comment)

OUTPUT:

[‘220-0 hAd 7 A0 hlTi? Nas @C N7PA it NINLD- PHC 174t OTEAN tAF4 0104 +mCME OTEATTFT TREFO- 16CP
AAAP AE/LT TIPLA AATA OA 9°AT Am 04,240 NG €CL (L 135 FHPPS OTEA Foet BIPE QUPA nta7 ALAFA
WILTLTY RFOPA., 0V LOTEA FAt NPSTE LY $L9° NN% @C MUPA -t PINL@F PHC T1P4<T @TEA SHhAd: TAANT?
ha gavah A, 'na eFaPALHOFD- NG 020 VALPTFT én9PC MdeT +MCNEPTFT W18.LPCN PHMeP@- PhAd 7.0 holi7
VALTET  AAGPOMET NG 60+ ADAL T 99,89 B HPCh HIASA., 'Chadt TA0 hal 07 hi $L9° hit PCOCF@- PATLHS NP
OP @ Pmé ANATTFT LAPLNNT PN ANIGTL WTLINC IO F T 1NAPA., 'AF/ 0 E TMCMS OTEATT PaPLONT
NIt FMES PPAT LAM®@* T AN FREFD- NOCP 1L+ AL NP AA LBI° FAPE P AT2AT P7L.ned INC., 'Phadk TAN
PILHY DPFAG Al DAL AJC ANCYIP £47T +P0L T PAAD- 188 NOCP APAP 10+ PI°A AL TT WIL&I°H PAD- aPAf
A/ PPN (LPT° P&/ 8FTF 180T @2 TI&LITFDY (264D NTLTT PO TF ALIIMSA., 'Phade 7 A0 AS/0L A
PAM®- NOCP 1L+ AL 1@+ PAM- AT NNAA N19LTF &S QAZANGT PFaonl0HS 0214, aPPrT AG/0E anIPC (L1ADIP
&/0F 17 £V hOL PHC “IT4T OTEA (PP NOCP LT TINP ALTAIE LUT TOHH PAm- AANNTI® VALY PILATF@- CFm- Ad
@-LP AECTHPA., 'NoPP'rI° N4 AL 187 Aovamd 122/03/2011 +APE PmE AT:HA., 'Phdd Z A0 1P FoHH Pam-
PhAA NGE AA2ANGT 0PH-F ANt &Y 1oAY PITHARTS 180 A% ALTT W 18.PC 091847 ISP POALF 9189 +PCh
avl8 LANAA., "N TeRT1469° (HU- OTEN AN+ 992908 (L N104 AhARTF A% 7 H0de A28.99PAT +LCT NavT helloLe
OFEA P9LA 9°AT ATAoE NhAd 7700 hoLT? A78P40N ATIOP HTFAA., 188 OI9° ALY Fedt AT8AFAM®- 291 940@-
NPLP 792998 (F AB APTF T PTG +mPE 0104 TchI &78¢- AN Bavt hade AL FATHPFD hPA4 PGFo- v1CI>t
R1LLMLNVTFD- P101CTF D APT 1AAPA.', 'OV NATY A8A 9P NINCOFD- FhAlT 25+ PAPLN: ALPT ML NPHO-
eme 0121/03 2011 AG 24/03/2011 ehAdk 7" A0 +nA0FT APLPCAN FOHNH FAAGA., 'Naval+t NHY (44 P800+ ACP
new v 2k IC A7L998167% e1140 (LIP79° NOCE 9°NT0T OTBATTT 99PLN AAPFA Le+T TImANT W78 19105 Fo-
ACELET AP MAAPA ', "AUT9° N1OCP O9° 1P 0 067 HY LeAT PTI6n.51§ O NANTFDL apd9® 210PA."]

And for word tokenizer,

from nltk.tokenize import word_tokenize

commnets = ""TTIFD9° AD-Lar@H he+hLAD- VAWED- vl (1PTF9° 1P (HEHPPS a8 A+DAT DLI° ANFOAT 1LH
@OLI° O+MAT 26 ARNSD- Aae 24t (LOT99T Nu-\k aohhdl 0/7¢- @4\ SaowlFA"’

amh_tokenize = word_tokenize(commnets)
print(amh_tokenize)
OUTPUT:

[rE o9, 'A@-Lar@N', 'AeTheAD-, (AWSD-, ‘oot NPT FI™, 'Y, 'MFHPPS', 'L, 'AF@AY, ‘ORI, 'ANTOAY,
U, O8I, DAY, 2 ARNSE, (A et LTI, oAk, et ee | D, Rarw A
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V. NORMALIZATION

Since the Amharic language has some characters that represent the same sound like - Vichi"1z 7wz
A0 and others, these need to be excluded and one character representation for the same sound is
necessary. It also involves in normalizing the content of the data through different scenarios like
short forms of the word using forward-slash (/) and period (.) for example T/ C written as T€é.0C
and A.A written as A%.0 A0A.

3.4.4. METHODS OF DATA ANALYSIS

After the corpus was prepared concerning each post and comments the next step was analyzing the

subjectivity and sentiment polarity of the data in each dataset.

l. SUBJECTIVITY DETECTION

To examine the sentence as subjective or objective the study classified the preprocessed comments
and post. Each sentence is examined for subjectivity by comparing it to the content of the posts it
belongs to. The analysis made on the subjective sentence quantity within each post and trends of
the commenter regarding knowing or understanding the post they intended to comment on.
Finally, only sentences or comments with subjective expressions were kept in the dataset for
sentiment classification. The subjectivity classifier was trained using the Navies Bayes algorithm

as other studies like the one conducted by [12] Used similar techniques.
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Il.  SENTEMENT CLASSIFICATION

Sentiment or polarity classification was done by classifying each subjective sentence gain on
subjectivity detection step in the textual dataset into positive, negative, and neutral sentences or
comments sentiment classification groups. From the sentences that were collected or selected as

subjective, the study was prepared a corpus of polarity or lexicon words.

In many research works conducted before recommended that valence shifter is appropriate in the
works of sentiment analysis. There are two different aspects of valence shifting that are used to
improve sentiment analysis system development. The First one is negations in which that can
switch the sentiment of positive or negative terms in a sentence and the Second one is intensifiers,
terms that can change the degree to which a word is positive or negative. From those listed valance
shifters the study applied negation and opinion words within the corpus to classify. In this research,
word intensifiers were not the concern of the study since they try to express the degree of the

expressed comments or sentiments of the comments concerning the degree it imposes.

Polarity words are terms that can express opinions towards an object such as ‘“P¢’ (good) that
expresses a positive opinion and ‘e>re2’ (bad) that expresses negative opinion towards an object.
These terms are properly tagged in the lexicon with ‘+’ for positive opinion terms and ‘-’ for
negative opinion terms. Then, if a term is found in the lexicon and if it’s corresponding value is
‘+’, this opinion term 1is positive. Similarly, if a term is found in the lexicon and if it’s

corresponding value is ‘-, then this opinion term is negative.
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CHAPTER FOUR

IMPLEMENTATION

4.1. OVERVIEW

This chapter presents clearly and clean preparations of categorized corpus developed for each of
the data collected, the lexicon subjective word developed for each data sets from the comments,
the data set of the subjective sentence, and the lexicon word dictionary developed for polarity. The

dataset is then divided into training and test data to apply the proposed algorithm.

4.2. SUBJECTIVITY DETECTION

Work in polarity classification assumes that the incoming documents or sentences need to be
opinionated. For many applications, we may need to decide whether a given document contains

subjective information or not, or identify which portions of the document are subjective.

While there are several subjectivity lexicons available for research purposes in different languages
it is not available for the Amharic language. We describe the process of constructing subjectivity
lexicon(s) for recognizing sentence subjectivity from each content posted. We build subjectivity
lexicons from the text content posted in each categorized corpus. We manually selected and added

some Amharic words which have content related to the domain-based text.

In the literature several studies addressed sentence-level or sub-sentence-level subjectivity
detection in a different domain, subjectivity classification is mostly known as a supervised learning
task. Previous works [54][55] use machine learning techniques such as Naive Bayes and Support
Vector Machines with different types of features. In[54], the presence of pronouns; adjectives; and
verbs were used as features to classify subjective sentences. In [55], a subjectivity detector was
used to detect subjective sentences based on minimum cuts in the sentence graph. The technique
first built a sentence graph using local labeling consistencies that produce an association score

between two sentences. Sentences with similar association scores are more likely to belong to the
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same subjective or objective classes. More recently, [56], used nouns abstraction for in-domain

and cross-domain subjectivity classification.

While the above approaches have performed moderately, however, it is difficult to determine
effectively the comments belongingness with the post and we proposed lexicon/ dictionary of
words based on the post and detecting the subjectivity of the comment/ sentence by applying the
presence or absence of the word in the post within the comments or sentence. Therefore, by
checking whether a list of words/dictionaries of the post is available within the sentences
/comments to give we classify the comments subjectivity. So the lexicon of words was developed
for each category of actors. To detect subjective sentence there are different approaches as we
discussed in the literature review. And from those methods that different researchers applied the

most common one is developing a lexicon of the subjective dataset from the general dataset.

To develop subjectivity lexicon different researchers used manual annotation and extended this
data set of the lexicon by using seeding automatically. For example in the work of [57], the
methods applied were automatically expanding manually prepared lexicon dictionary-based,
distributional in the domain and out-of-domain information, as well as using Amazon Mechanical
Turk to help “clean up” the expansions. They firstly manually annotated 400 words and the final
result of Seed Lexicon contains 749 words, 406 positives, and 343 negatives.

So from the above work and some other similar works, we considered the problem of getting high
subjective and sentiment classification accuracy without a labeled dataset( which means that the
dataset generated automatically) from the target domain. That means that generating dataset using
only automatically. To avoid the problem of not getting high subjective and sentiment
classification accuracy without a labeled dataset in previous works, this study applied automatic
extraction method for subjective lexicon and enriched it through manually feeding word family
For that purpose as we discussed above, we present and evaluate the extraction method based on

both automatically and enriched it through manually feeding the word family.
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Figure 7 Subjective comment extraction

To extract subjective comments from the give list of comments which were fetched from the
belonging post with automatic extraction and manually enriched them is handled in this work as

depicted in the figure. Let us clarify the steps applied.

Step 1: The first step is getting preprocessed posts and comments from each categorized corpus

where we do have N- comments.

Step 2: The subjective detector read post from the required categories (FANA, EBC, ESAT,..etc)
(This step is done for each category without the intervention of other corpora.)

Step 3: Create a list of words from the readied post using tokenization and n-gram generation.

Step 4: Write this generated list of words to Lexicon data of the corresponding categories of

comments and posts.

Step 5: Then after finished automatically generating the list of words, in this research, unlike other
work that felt the list of words automatically from the given input of sentence. Our work is based
on a manual feeding list of words based on their Amharic morphological family of each word
tokenized word taken from the post. The final lexicon of the subjective word is sum automatically

developed list of words and manually enhanced list of words.

Step 6: After developing a lexicon of the subjective words from the post we need to compare each

comment against the lexicon. To do this we need to read each comment individually and generate
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a list of words and their family with the same step we used to develop a lexicon of subjective words

to the post.

Step 7: comparing the list of words generated on step 6 with that of step 5 with corresponding to
the belonging lexicon data of the categories to determine whether the comment contains the
subjective word that the post content has. And finally, if the comments are detected as subjective

to the post, the comments list of words is passed to check it’s polarity against the polarity data set.

def check(sentence, words):
res = list(map(lambda x: any(map(lambda y: y in x.split(),
words)), sentence))
return [sentence[i] for i in range(0, len(res)) if res[i]]

So in this section, we described the subjectivity lexicon creation technique. The technique is
further improved by using the subjective word extended approach, in our case through manual
adding of words. Since our goal is to automatically identify likely subjective sentences using a set

of automatically and manually annotations in each categorized corpus.

4.2.1. DATASET AND SUBJECTIVE LEXICON DICTIONARY

DATASET

In this study, the dataset consists of seven categories, Three datasets are from public media and 4
datasets are collected from well-known individuals based on their large number of followers on

social media which are recognized by the world social media meter list.

For Daniel post(Dp) = {P1, Po,....., Ps} have 5 posts in total that have domain-based content of

their post, and in each post, they have their collection of comments.

P1 = {CO1.txt, Co2.txt,.......... ,C101.txt,C102.txt} and for post 1 of Daniel, we do have 102

comments.
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P> = {CO1.txt, Co2.txt,.......... ,C128.txt,C129.txt} and for post 2 of Daniel, we do have 129

comments.

Ps = {CO1.txt, Co2.txt,.......... , C123.txt, C124.txt} and for post 5 of Daniel, we do have 124

comments. So totally for Daniel’s post a total of 5 posts and 700 comments used.

Given the above number of posts and comments under Daniel as an example, the following table
is presented to summarize the number of posts and the sum of all comments made by followers
under each category. And from the table- 5 up to the table- 10 the subjective dataset ( subjective

list of words taken from automatically and manually).

Categorized Dataset’s Posts Comments
Daniel Berhane Posts 5 700

Jawar Mohammed Posts 2 120

Yoni Magana Posts 4 267

Fana broadcasting posts 7 1225
ESAT posts 7 812

EBC posts 4 512

Total 30 3636

Table 4 Categorized corpus/dataset with their total comments extracted

LEXICON DATASET

In this thesis work, we classified subjective sentences by developing a vector list of lexicon words
form each belonging post content of the comments. From different works previously done [45],
we learned the importance of lexicons to domains to improve construct validity when conducting
dictionary-based automation and sense level lexicon developed [49]. To check if a sentence is
subjective we trace the content and check if it contains two or more words from the list or

dictionary of list words tokenized from the post which belongs to the lexicon of that post. Here,
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we first read and create a post content as a list of arrays by defining a function, and to read the
content of the post we firstly try to divide the string of the data(post) into unigrams, tri-grams and

tokens of the word.

This dataset consists of sentences together with subjectivity labels which are extracted from
subjective words embedded in the comment. The Lexicon class loads an annotated dataset of
subjective words( in other word contents of post) that have subjectivity and is used for subjective

classifiers. For example sample subjective lexicon of the post looks like the following:

fana_list = [0 +oneF 'Phe' 'O 'OLHST NCENT 'TLLPAT 'Pdue-B' 'IPCR' 0L 'aNAl.
'WeCY v 'PPRC OE ' mPAL' 'TLLATC 'ENC AR ThUar I AT A8 2012' 199" ' HA
T '9PhC O 'OLHST NCHENT 'Pdue-P 9°CB ACL" 'MmPAL TLL0HC ' &HC ANL' 'SohHA +@h e
PNC (L " OLHET NCHENT TLEPAT Lo ]

So we’ll take this list of words which come from the post as the subjective lexicon of the post and
by adding manually some related words. And then we trace subjectivity of the comment against
this list.

THESIS = Lex Data = Fana = P1 Fana_P1_Subjective_list.txt
o Project D = | & — Subjectivity_Detector.py Sentiment_Analysis.py TOK Fana_P1_Subjective_list.txt
'?‘E, THESIS C\Users\ALLEN\PycharmProjects\THESIS il
: Comments +mne-F
DANIEL geRC
% FANA nF
E JAWAR MEHLF
A Lex_Data kN
- DANIEL e
EBC Pl ®
ESAT goren,
Fana nce
’! R, NNAM
Fana_P1_Subjective_list.txt
P2 RECY
poo
P3
P4 gohC
p5 N+
P6 MFAL
p7 TN
JAWAR A ARkl
YONI A2
Polarity Ayaegge
venv ANETT

Figure 8 Structure of subjective lexicon from the GUI of PyCharm (Python Development tool)
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The function works by taking the comment or sentence and comparing the words of the sentence
that appear in each post with the subjective list in the dictionary file of the post-it belongs.

Therefore, based on the presences of words in each sentence, each categorized corpus is split into
subjective ones based on the lexical dictionary that we built by the above steps to the content of
their belongings posts. Subjective sentences are further processed to polarity/ sentiments

classification that is classified as positive, or negative opinions.

As we have discussed, in this study to develop a subjective lexicon, we first took the posts’
content/sentence as input, then we tokenize it to get a list of words for the lexicon dictionary and

we enhance manually the content to get rich words to be included in n-grams mode.

The output of generating a list of words from the post:

[ Qw7 'O, APRY, PILAE, 'PavRavC, a0 IOPTF QUTIFD-, aoEapL g g, (AT, LY, WI-eC, LY, 'L,
L, 'aAhe, AGTF, A, 0T, P, ', POICHC, ', oA, U, TERPT, 'ORARICE, ‘e,
N2, PR, B, VDA, heAAT, SN PEE, 'avanC! HRD-Y, el NG, 'PACANGA', P, 'P90C, N,
'SP, WAL, NPT, VOKT, 'Y, WIRILLAA, ATV, el VA, Y, ALY, 'elah Y, AN, 'PATeY, A,
'R A, PANHLDIY, 'AAL, FaPH A, DALY, ‘0T, WFITU, MATGLE, 'Ang, 'tavten., QU WY, RS,
MO, POAY, HAGL, AR, M, NEAD, MO CR, FAGTUTPA. ..o ]

As we can see from the above output which is the study’s take a list or dictionary of words where

generate automatically will not be a sufficient list of words. The reason for this one is when we
type comments we may miss some character or letter of the word, secondly since Amharic is a
morphologically rich language we need to consider including a different description of words. For
example, someone comment as: “P948 YHNI® P1 AHALC U1ePTI0ET TATPA” as we can see
from this comment the word “?-+1¢-£” does not include in the list of a word which generates from
the post instead it appears as ““F1¢-£”. Therefore the subjective detector will not take this comment
as subjective since the word is not listed in the list of words generated from the post contents or
sentence. Additionally, from those words generated by the above step, we also add sentences’ or
posts’ list of n-gram words to the lexicon dictionary. Generally, we can show here that to develop
a subjective lexicon automatically has an effect on the accuracy of the analysis. Here we need to
take token and n-gram words to enhance the content of the list of words taken to the lexicon of

each categorized post.

def token_word()
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wordcount = {}

file = open(r"C:\\Users\\ALLEN\\PycharmProjects\THESIS\Comments\DANIEL\\P1\\P1.txt",
"rt", encoding="utf-8-sig")
data = file.read()
words = data.split()
token = word_tokenize(data)
return token
print(token)
print('Number of words in text file :', len(words))
for word in data.split():
if word not in wordcount:
wordcount[word] = 1
else:
wordcount[word] +=1
for word1 in token:
if wordl not in wordcount:
wordcount[word1] = 1
else:
wordcount[wordl] +=1
wordcount = sorted(wordcount.items(), key=lambda x: x[1], reverse=True)

for k, v in wordcount[:111]:

print(k, v)

return (k,v)
The number of words in a text file: 111. As we can see from the above post we do have about 111
words and to take this list of words as a more relevant list for the lexicon of the post its output has
low accuracy when we came to whether or not the given comment is subjective. So in this work,
as it was done in [53], the list of words taken from the post was enhanced by developing n-gram
words and enriched them by adding a family of the word manually. The n-gram outputs which

were added as list words or dictionary represented in vector from the post content are as follow:

uni-gram: [T, 'PHT, ‘ALY, RILAT, 'PavLav 'av 0P QUTITF @ ' avavs e avgn, a9,
SRR, RIOCC, ALY, 'O ALY, AR RETS, P, 0T, FIC, vl PTG, v,
FATOALN, AT, TEEPT DLRRIPCR, ‘v, AT, R, BT, VOMT RN, NP
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'VlaoRanC P @Y, PR AN, THAG, ] this one obviously a token
of the post.

bi-gram: ['a9°r7 CHY, 'CHT APET, ‘dPbET PILAF, PTLAF favQar(C!, ‘favRav( av P, a0 pPiF
PUFFF@ | 'QUT T @« avBavg 0F° 'avBavg 0I° av g, AT 'IOGR,LATC TELT, LT KIDLL, 'WIDLC
(LY, 'Y 0g', 'O S, 'IH.S aPAh, ‘Al AGTS, 'heT.P T4, 00 07, 07 P, 'Pirt
AN, ‘A POHCHC, "POCHC v, , ]

tri-gram: ['Q9°'r? SHT APERY, 'PHT AP PTLNY, 'APRT 0TAT favRan(!, 'Pa Nt PavRav(; avyIP T
'eao@av(. avPPF QUEIF@, 'a0IPPF QU@ avEavg eI QU I D avBavL eI avgn, LAY,
'avEavLPI° aOGRLLATP TOURY, ' TORLLATC LT WIDLC, HUT WIDAC (HY', 'WIDCC (HY OP),
'Y @ (1L, 'OL (WL aPAl, 'H.L aPhh: ASTS, ‘AN AGTP PTLA', 'ATTP 0714 07, 'PTLA P47
P, 07 P oA, 'FICt aoad POICIC ... ]

But in this work in addition to the above output of the list of which are automatically generated,
we added manually some words that are similar and morphologically familiar to the word already
listed above and to the post content [50][53]. As described with the above example after the lexicon
was enriched manually, the content of the post in the list of words that were used for lexicon data
of each respective post categories consisted 111 words of posts, 205 unigram and bi-gram words,
130 trigram words and around 60 manually annotated words. Finally, about 500 words were

extracted from only one post for the lexicon dataset developed.

Unlike previous studies, the development of a lexicon dataset which was enriched with a domain-
based list of words for each subjective list of categorized posts made a subjective detector more

accurate.

To prove this one, for example when we try to detect subjectivity of the comments give on Daniel’s
post(P1) using the only automatically fetched list of words for subjective lexicon, from the total
of cleaned pre-processed 102 comments only 12 comments were found to be subjective to the post
they belong. But by taking the list of the words developed by both automatic and manual methods,

39 comments were found to be subjective to the post they belong.

Secondly, other similar studies [46][47][48][50] conducted based on subjective and sentiment
lexicons such as AFINN lexicon, Bing Liu’s lexicon, MPQA subjectivity lexicon, Sent WordNet,

58


https://github.com/fnielsen/afinn
https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/
http://sentiwordnet.isti.cnr.it/

VADER lexicon were the English language-based and used either directly or through translation,
But this study developed its own Amharic language lexicon within the domain of the research area.

This makes our study different from others.

Thirdly, previous studies prepared sentiment and subjective lexicon from the total data they get
from web scrabbling. But this study applied a categorical lexicon development method that
avoided the bias that could be created as a result of adding all the comments in one dataset. This
is also another technique that differentiates this study from other similar studies. For example, let

us take the above example by cases.

Case 1: automatic generation of lexicon dataset

To show this one let us take Daniel’s post(P1) and that consists of three comments(CO1.txt,
CO02.txt, and C03.txt)

COL.tXt = 'A7H9® (140 927 ABI° (1 071 T7 PR h7210 hGPPAT

C02.txt = ‘20N hAd Z°A.0 hoLl? NA% @C 07PA +hivk MINLD- PHC 7174 OTEA TAF4 0104 +mCNE OTENTT?
MEEFD MOCP MAAP AF/ T TIPLA BATAT'

CO03.txt = 'As AhY 1942 hov’E TIPC1@- UIC ST10+ (A hF3Pe- T1Pi-e<T YA PCTTHIO- £ AA1EN Qe PAT'

and when we sum up content of these comments and add them in one dataset and try to generate

list of words for lexicon data from the three comments cumulatively the result will be:

docs = "ATFI° (&0 7L ABI° N 0718 977 PLI° A2&10 AGPPAT L0 hAA Z7°A.0 h07 A5 @C

NYPA +ndrt NI0LD PHC TPéet OTEA +AFd 2104 +nCMNé OTEATTT T8 Fm- (6CP hANP A&/ T
TPl ANTAT® A QD T914-2 NavE BRI V16 P10+ (A AFPe- T1Pe-d-T 1A PCTrHIO- Lo ATIE -
e a9 and a tokens of

[A7t9™, "0, ‘o, "Wad™, 0%, ‘e, 9Ty, P&, W0, "hGPPATY, LN, hAd, 'ZAN,
Y, 00z, ‘o, ‘07, thad, '0IN@C, 'PHC, 'MIré, O8N, Madd), PN, tacmé',
'\OTENETY, "FRETFO, 'NOCY, 'MAANP, 'TIPLA, TRATATY, 'K, Y, HL!, ThavE Becia-, 'uic,
R (U (TN T 2 702 e W o0 o TR 0% BTV N (O T R 4 P
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As we can see the first comment CO1.txt content it doesn’t have subjective relationship with the
post and if someone comment as “o?71£ £7100” the subjective detector will take this comment as
subjective to the post it belongs. But in this study we follow the reverse one to generate list of
word and it will protect the detector from missing the target goal of the research.

Case 2: Manually

From the above example let us add morphs family of the word 'ev71£’, ‘a@11%+7 and "tadd'
with ‘a-0a0 +474° based on the word if someone comments as “e»718+7 +mG++” and ‘O-NAN0
Ta4.’ the two words “e®71%17 and “taz4.” the subjective detector will take them as subjective
to the post(Daniel’s post). Below is a list of tables that have each category's subjective list and the
number of words within the dataset.

Lexicon data set of Daniel | Number of words in | Number of words in | Total number of the

Posts the list generated | the list generated | word in each list
automatically Manually

Daniel_P1 Subjective_list | 446 30 476

Daniel_P2_Subjective_list | 374 40 414

Daniel_P3_Subjective_list | 356 40 396

Daniel_P4_Subjective_list | 321 50 371

Daniel_P5_Subjective_list | 441 30 471

Total subjective list 1938 190 2138

Table 5 A subjective list of words in Daniel’s post

Lexicon data set of Fana’s

Broadcasting Posts

Number of words in

the list generated

Number of words in

the list generated

Total number of the

word in each list

automatically Manually
Fana_P1_Subjective_list 728 50 778
Fana P2 _Subjective_list 1022 50 1072
Fana _P3 Subjective_list 2170 30 2200
Fana P4 Subjective_list 836 30 866
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Fana P5 Subjective_list | 1007 40 1047
Fana _P6_Subjective_list | 906 30 936

Fana _P7_Subjective_list | 2200 80 2280
Total subjective list 8869 310 9179

Table 6 A subjective list of words in FANA’s post

Lexicon data set of ESAT | Number of words in | Number of words in | Total number of the
Broadcasting Posts the list generated | the list generated | word in each list
automatically Manually

ESAT_P1_Subjective list | 600 50 650

ESAT _P2_Subjective_list | 820 30 850

ESAT _P3_Subjective_list | 747 40 787

ESAT P4 Subjective_list | 1127 20 1147

ESAT _P5_Subjective_list | 526 30 556

ESAT P6_Subjective list | 438 40 478

ESAT _P7_Subjective_list | 587 30 617

Total subjective list 4845 240 5085

Table 7 A subjective list of words in ESAT’s post

Lexicon data set of EBCZENA’ | Number of words | Number of words in | Total number of

Posts in the list | the list generated | the word in each
generated Manually list
automatically

EBCZENA _P1_Subjective_list | 632 50 682

EBCZENA _P2_Subjective_list | 459 20 479

EBCZENA _P3_Subjective_list | 393 50 443

EBCZENA P4 Subjective_list | 746 30 776

Total subjective list 2230 150 2380

Table 8 A subjective list of words in EBCZENA’s post
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Lexicon data set of JAWAR’s | Number of words | Number of words in | Total number of

Posts in the list generated | the list generated | the word in each
automatically Manually list

JAWAR _P1_Subjective_list 164 50 214

JAWAR _P2_Subjective_list 126 50 176

Total subjective list 290 100 390

Table 9 A subjective list of words in JAWAR’s post

Lexicon data set of YONI’s | Number of words | Number of words in | Total number of

Posts in the list | the list generated | the word in each
generated Manually list
automatically

YONI _P1 Subjective_list 362 50 412

YONI _P2_Subjective_list 477 30 507

YONI _P3_Subjective_list 508 20 528

YONI _P4 Subjective_list 266 50 316

Total subjective list 1613 150 1763

Table 10 A subjective list of words in YONI’s post

Finally, using the subjective detector algorithm discussed on step 7 comparing the list of words

generated on step 6 (subjective list of words from the post content and add some useful words to

enhance the word list) with corresponding lexicon data of the categories to determine whether the

comment contains the subjective word that the post content has. After implementing each

category’s subjective comment detected through the algorithm the cumulative output of subjective

comment in each category looks like the one presented in the following table. And this list of

comments is passed to the polarity detection algorithm.
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Categorized Dataset’s

Total Subjective comments from each category

(sum of all subjective comments identified )

Daniel Berhane Posts

300

Jawar Mohammed Posts 18
Yoni Magana Posts 107
Fana broadcasting posts 635
ESAT posts 372
EBC posts 164
Total subjective comments 1596

Table 11 Total subjective comments extracted from each category

4.3. POLARITY DETECTION

As mentioned above, today, very large amounts of information are available in online documents,
and a growing portion of such information comes in the form of people’s experiences and opinions.
It has proven quite useful in such contexts to create summaries of people’s opinions that consist

of subjective expressions extracted from their thought or just their thought’s polarity(positive or

negative).

In this section, as we discussed in the previous chapter the study followed the hybrid sentimental
classification approach. Therefore, the polarity classification started from labeling an opinionated
subjective comments as either positive or negative. To do so first a polarity word was created as a
generally positive and negative Amharic word of a dataset through manual annotation from the
domain of this research perspective. And then the manual annotation was improved through
automatically extracting sentimental words. Therefore based on the given lexicon of polarity it is

possible to decide the polarity of the sentence.
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Figure 9 Polarity classification via subjectivity detection.

As it is depicted in the above figure the polarity detection is a phase next to the detection of
subjective comments which was already been discussed in the previous section. A domain-based
polarity dataset (negative and positive) was developed manually and most of them are words used
for hate speech, and insulting, encouraging, appreciation words currently used on social media for
the political domain of words. Therefore by comparing a list of words generated from subjective

detection of each subjective sentence or comments against polarity words generated manually.

4.3.1. POLARITY DATASET

The polarity dataset is a set of words with polarity labels that we created for our work on polarity
classification. The work described in this section is based on two corpora we developed manually
from different Amharic language sources (online, by manually fetch and from other works done

on sentiment analysis) which are positive-word and negative-words.
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Negative-words:

Positive-words:

(AN, A0, AT, ALTF PAOHC, L1710, L1 H, 1T AQ
A, ANOF ESG4, 078,078 1, 160
182, APTOPIO a0 N £18N, SN, PALLMT, &7

(§PC,0GPC,aPLLe: 7 H A, A28 1H, Thhd, Th
hA1Y,%14-9° @R av( eavLav(: avLav( PRl
AL (ATS T S PC P8P, NS PC,aP4PC AN

T,87198 AL AL, PUT,PH I, PTINPTIN | §PC,0aPLaVC
P, PEC, TEEI°, HPMU, LHPM, CHP TN, NG &T100CN, | 0FPC,LATLTTE,AA,ANATC, IOH, T4, aPANI°,
@ PAI°,. . ) TANVEVEE oo )
Table 12 Polarity Dataset
Project Files ¥ QF & - Subjectivity_Detector.py Sentiment_Analysis.py TOK Fana_P1_Subjective_list.txt

plt.xscale('log')
nyleg = plt.legend()

C:\Users\ALLEN\PycharmProjects\THESIS
; idea
Comments
DANIEL
' £8C
i FANA
| JAWAR
YONI
Lex_Data

Polarity

Postive-words.txt
venv

Sentiment_Analysis.py
Sub_Lexicon.py

plt.show()

Subjectivity_Detector.py

Figure 10 Polarity Dataset arrangement

input('Press <Enter> to continue')
print('The following is the Test set accuracy from the SVM: ')

test_acc = 100. % float(sum(test_predictions

print(" SVM's Predictive Accuracy for Test Set")

best_svm = svm.SVC(C=0.1, kernel='linear')
best_svm.fit(Xtrain, ytrain.flatten())

test_predictions = best_svm.predict(Xtest).reshape((ytest.shape[0], 1))

== ytest)) / ytest.shape[@]

Therefore, the sentiment or polarity algorithm works based on the polarity dataset which was

prepared manually as a positive-words and negative-words list. The subjective sentence which is

extracted from the subjective detector steps was passed to the sentiment algorithm and the

algorithm classified as a negative or positive comment by checking the lexicon of polarity words

against the sentence or comment( here the comment is the subjective one).
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4.3.2. FEATURE EXTRACTION

The feature extractor of this program takes in a tokenized subjective comments/sentence, checks
what words it contains about the features that were extracted from our manually labeled
data(positive and negative) which was developed manually and returns a dictionary of this
information. Machines cannot understand the raw text and only see numbers, particularly statistical
techniques such as machine learning can only deal with numbers. Therefore, we need to convert

our text into numbers.

Different approaches exist to convert text into the corresponding numerical form. The Bag of
Words Model and the Word Embedding Model are two of the most commonly used approaches.
Some works [46] employed Particle Swarm Optimization (PSO) based feature selection algorithm
for obtaining an optimized feature set for training and evaluation. System evaluation shows

interesting results on the four emotion datasets i.e. anger, fear, joy, and sadness.

In this study, unlike [51][53], we used the TFIDF model to convert our text to numbers. The
dictionary has Boolean values of what words the tokenized review contains with the training
feature set. After we have our training set we generate our classifier model by utilizing the
nltk.classify.apply_features function with our feature extractor function and list of tokens of

comments as parameters.

The bag of words approach works fine for converting text to numbers. However, it has its
drawback.[53]. It assigns a score to a word based on its occurrence in a particular document. It
doesn't take into account the fact that the word might also be having a high frequency of occurrence
in other documents as well. TFIDF resolves this issue by multiplying the term frequency of a word
by the inverse document frequency. The TF stands for "Term Frequency" while IDF stands for

"Inverse Document Frequency".

The term frequency is calculated as:

Term frequency = (Number of Occurrences of a word)/(Total words in the document)
And the Inverse Document Frequency is calculated as:

IDF(word) = Log((Total number of documents)/(Number of documents containing the word))
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The TFIDF value for a word in a particular document is higher if the frequency of occurrence of

that word is higher in that specific document but lower in all the other documents.

Since we can directly convert text documents into TFIDF feature values (without first converting

documents to a bag of words features). We use the following script to convert directly:

from nltk.corpus.reader import documents
from sklearn.feature_extraction.text import CountVectorizer

from sklearn.feature_extraction.text import Tfidf\VVectorizer

tfidfconverter = TfidfVectorizer(max_features=1000, min_df=1, max_df=1)
comments = "A%7H9° (1&-0 o271 hs9° % o018 917 PLI° A7L10 AGPPAT '\
‘220N hAA Z°A.0 hILT7 (A OC NYPA +hivk A10LD- PHC T1P4F O8N a4 0104 +mCMS

OFENFTT MASTFO- "\

'NOCP AN AF/OF TIPLA ANTATP A TPAT AM P4.84-0 NETE €CL TIT4T OTEA ¢HhAN: TANANTFT
ha gavan e
X = tfidfconverter.fit_transform(comments).toarray()
print(X)

We use the Tfidf Vectorizer class from the sklearn.feature_extraction.text library and we use some
parameters that are required to be passed to the constructor of the class. The first parameter is the
max_features parameter, which is set to 1000. We set the max_features parameter to 1000, which
means that we want to use 1000 most occurring words as features for training our classifier. The
next parameter is min_df and it has been set to 1. So we only include those words that occur in at
least 1 sentence. Similarly, for the max_df, feature the value is set to 1. Here 1 means that we
should include only those words that occur in a maximum of 100% of all the sentences. Finally,
the fit_transform function of the Tfidf VVectorizer class converts text sentence into corresponding

numeric features.

And finally, we need to divide our data into training and testing sets. To do so, we will use the

train_test_split utility from the sklearn.model_selection library.

Using the following script:
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from sklearn.model_selection import train_test_split
X_train, X _test, y train, y_test = train_test_split(X, y, test_size=0.2, random_state=0)

This divides data into a 20% test set and an 80% training set. To train our machine learning model
using the random forest algorithm we will use the NaiveBayesClassifier class from the nltk library.
The training class of this classifier is used to train the algorithm. We need to pass the training sets

to this method. Let us look at the script:

training_set = nltk.classify.apply_features(extract_features, all_comments)
classifier = nltk.NaiveBayesClassifier.train(training_set)
return classifier

ANF,
eAN HC,

PAN Féh,
&ymn,
&m,
BINT,
R0,
AONF,
*ET4-,
nas,
N385,
FN 18,
Run: ' sentiment_analysis vector_extra
c Enter a critique >>> D3EATT AN
|
__ negative
= “? Enter a critique 3> A7
=4
» -
- negative
g § Enter a critique >>> PA7 #&f FDAAL
5
3
i negative
w Enter a critique >>>
P, 4 Run & Terminal @ python Conscle = g TODO
[ Python 2.7 has been configured as the project interpreter /f Configure a Python Interpreter... (yesterday 3:36 PM) Twitter

n 22 Type here to search

Figure 11 sample output after training our model to detect the polarity of word

Once we have our classifier model trained with the labeled dataset and extract some features we
can predict the rest of the dataset in each category. Then we will take comments given on the

belonging post as an input, tokenize it, extract its features using our feature extractor and pass the
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list of features into the classifier model's classify function. The result is a label which in this case

can be 'positive’ or 'negative'.

Therefore, after each subjective comment (1596 comments ) within their categories evaluated
through our polarity detector/sentiment, we get about in total of 469 comments are positive which

is about 29.38 % and 70.61% of the total comments are negative which means that about 1127

comments.

Categorized Dataset’s Total Subjective | Positive comments | Negative
comments from each | in each categorized | comments in each
category (sum of all | dataset’s categorized
subjective  comments dataset’s
identified )

Daniel Berhane Posts 300 38 262

Jawar Mohammed Posts | 18 7 11

Yoni Magana Posts 107 78 29

Fana broadcasting posts | 635 203 432

ESAT posts 372 102 270

EBC posts 164 41 123

Total comments (| 1596 469 1127

subjective)

Table 13 Total subjective comments and their polarity (positive and negative) extracted from
each category.

Variation in results across different categories was caused by first, variations in the number of
comments given under each post; second, exclusion of comments written in other languages than
Amharic like Oromiffa, Tigrigna, English, and other Ethiopian languages; and third, unlike some
other works this study didn’t use a multilingual approach that requires interpreter across languages

which is limited in the case of Ethiopian languages.
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4.4. DISCUSSION OF EXPERIMENT

The result shows that the accuracy of the classification tasks, i.e., Bag-of-Word (BoW), TIFD
features and n-grams features was enhanced by enriching automatically generated lexicon of each
subjective dataset and polarity dataset with manually generated list of words. This increased the
accuracy of the classification of the subjectivity and polarity of the comments. For example, 111
words were automatically generated from Daniel’s post and after enriching the lexicon with
manually added words the total number of list of words became 2138. This increased the
probability of a word to appear in the given comment and protected the classifier from losing the

content of the comment of individuals.

As we can see from the result of this research work from a total of 3636 comments less than half
of them (1596 — 44%) were found to be subjective to the post they belong and this was achieved
through enhancing the lexicon dataset and increasing accuracy of the detector. This indicates that
given Ethiopia’s political discourse on social media, more than half of the followers commented
on the issue posted without understanding the content of the post. In addition, from these subjective
comments only 29.38% of the comments were positive and above 70% of comments constitute
hate speeches, insultings and negative thoughts. This implies that from less than half of subjective

sentence 70% of the comments were found to be negative responses.
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CHAPTER FIVE
CONCLUSION AND FUTURE WORK

5.1. CONCLUSION

In this study, Facebook was taken as a source of social media content and a categorical dataset was
created through querying using a common set of domain-based topics. Two groups were created
consisting public media and individual activists and comments were classified under each
category based on their belongingness to the post. A lexicon was also developed for each
category. Then, subjective expression was detected based on the occurrence of the list of words
within the comment in the corresponding lexicon and sentiment expressions were detected using

domain-based polarity dataset. .

We conclude that although the gap in the general proportion of subjective sentence and non-
subjective sentence in a given comment, remained narrow, 44% and 56% respectively, there are
marked differences between sentiment or polarity of the comments across all the categories , which

is about 70% of the comments are negative and the remaining are positive comments.

The major concern of most of the previous studies is building a classification model and comparing
various algorithms based on their performance. In addition, most of the classification models are
developed from the linguistic perspective. In this study subjectivity and polarity analysis was
conducted based on actual posts and comments belonging to the posts within the polical discourse
domain using Amharic Language. In addition, this study has scientifically proved that the

judgments by scholars, politicians, and individuals regarding the misuse of the social media is true.

One of the main contributions of this study is to deliver Amharic language corpus on the political
domain using the categorical concept, Lexicon of subjective dataset and polarity dataset.
Eventhough the stated factor was challenging while conducting the study, the study developed the
first lexicon and polarity dataset in the Ethiopian language. The lexicon dataset for subjectivity
was developed through the same approach except that the dataset was enhanced by learning from
testing the classifier after it is trained. In addition, how SVM and Naive Bayes model is good
enough to perform subjectivity and sentiment classification of Amharic dataset was tested.
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The model developed by this study can be used by a social media company like Facebook, to have
content and belongingness detector addons on their webpage and applications. Other concerned
bodies like policymakers, politicians, activists etc. can use the model to measure the extent of
subjectivity and polarity in the comments belonging to a particular post and provide more
information to their followers in an interactive way and make the idea they share more clear and

understandable.

5.2. CHALLENGES OF SENTIMENT AND SUBJECTIVITY
ANALYSIS

There are several defined elements in a piece of text that factor into sentiment analysis: the object,
the attributes, the opinion holder, the opinion orientation, and the opinion strength. To obtain
complete, accurate, and actionable information from a piece of text, it’s important to not only
identify each of these five elements individually but to also understand how they work together to
provide the full context and sentiment. Because keyword processing only identifies the sentiment
reflected in a particular word, it typically fails at providing all of the elements necessary to

understand the complete context of the entire piece.

Some challenges were faced in this sentiment analysis and subjectivity detection work. From those
challenges, the first one was the process of collecting different posts within the domain of political
issues and their belonged comment given in Amharic. Collecting Amharic comments about
political issues is a difficult task because it is not easy to do it manually. To overcome this problem,
the study followed the approach of doing it using Facebook API and using python scripts. The
other big challenge in collecting the posts and comments was identifying the Amharic comment
from the unprocessed data. The other challenge was a manual annotation of word from the
subjectively treated sentence for sentiment analysis because it is difficult to decide whether a given
comment is positive or negative without considering the post it belongs and the intent it tries to

describe, it depends on the context and the posts it belongs.
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https://web.cs.dal.ca/~yongzhen/publication/paper/ICDM2011_SentimentAnalysisInPracticeTutorial.pdf

5.3. FUTURE WORK

Although the provided datasets, algorithms or classifiers, analyses, and methodologies are quite a
good many different works, tests, and experiments have been left for the future due to lack of time
(i.e. the experiments with real data are usually very time consuming, requiring even days to finish
a single run). Future work concerns a deeper analysis of particular mechanisms, application of
across different languages, using translators, new proposals to try different methods, or simply like

other works comparison of the model using already developed dataset.

This thesis has been mainly focused on only domain based datasets, single language detection, and
Navies classifier, but this makes the scope of the research narrowed and the following ideas could
be tested:

1. It could be interesting to take the whole comments given on the belonging post including
non- Amharic language as a source of the data to preprocess like Oromiffa, Tigrigna, etc.

2. It could be also interesting to compare different algorithms using the prepared dataset.

3. More categorical sources could also add value to the work of analysis like across some
different Ethiopian languages.

4. 1t could also interesting to compare the model using the English language where almost
every researcher works on.

5. Comparing the performance of the classifier across different Ethiopian languages could
also make relevant for the analysis.

6. Concerning the result for both subjectivity analysis and sentiment analysis, we can also

expect to improve them by having richer graphs and tables with more descriptive attributes.
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