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ABSTRACT 

Due to the wide availability of computer, information and communication technologies data 

are being generated massively today, especially in financial institutions and banks data are 

being generated massively on regular basis. Microfinances are one of such institutions that 

collect, process and store huge amounts of records from time to time and therefore deal with 

large amount of data. On the other hand, Ethiopian Microfinances are facing problems in loan 

risk assessment and managing portfolio at risk. Currently Ethiopian microfinance institutions 

loan risk assessment and granting loan to the borrower’s is conducted in a traditional manner 

depends on the loan approval team views and believes, Moreover, such way of risk assessment 

creating inefficiency in quality of identifying borrower’s characteristics before granting the 

loan. If the microfinance institutions (MFIs) do not manage their loan risks well, they are likely 

to fail to meet their social and financial objectives. The existing past and historic data related 

to loan borrower and loan characteristics could be actionable and usable for loan risk 

assessment with the help of Machin learning algorithms. This study was conducted to 

demonstrate the practical methods, experiments and datasets with machine learning to assist 

Ethiopian MFIs through building a classification and prediction model which supports in 

prediction of a new loan borrower’s status (Active or Defaulter) when the loan decision making 

in the microfinance institutions. The classification and prediction model are built based on the 

MFIs loan borrowers’ data obtained from the selected seven (Aggar, Harbu,Vision 

Fund,Pease,Oromia,Nisir and wosasa) microfinance institutions in Ethiopia. Necessary 

preprocessing activities have been applied to clean and make it ready for the Experimentation. 

Then, the four algorithms used were SVM, KNN, Naïve Bayes and logistic regression. The 

RStudio with R programing was used to simulate all the experiments. Confusion matrix was 

used to calculate the accuracy, specificity, sensitivity and precision were used to evaluate the 

performance of the models and Cross table was used to visualize the performance of the models. 

The results of the experiment show high precision, so that the models can be used in detecting 

and predicting defaulter (risky) loan applicants. The KNN classifier produced an accuracy of 

99.91%, the SVM classifier produced an accuracy of 92.4%, logistic regression model also 

produced an accuracy of 93.8%, and Naïve Bayes classifier produced an accuracy of 83.8 %. 

Keywords: Machine learning algorithms, loan risk assessment, MFIs 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background  

Due to the wide availability and increasing processing power and the continuous decline in the 

cost of storage devices, data are being generated massively today than it was decades ago [8]. 

With fields in the financial industry like bank and microfinance institutes, data are being 

generated massively on regular basis. So, such financial institutions are finding ways to turn 

these data into very beneficial information to their advantage [8]. Loan risk is considered the 

most serious problems of every MFIs [12]. Past events contain patterns that are hidden in the 

data that records them. Machine learning promises the use of models to go through and analyze 

huge data that are very difficult for human experts, and also possesses incredible power to 

detect hidden relationships, correlations and associations in data [23]. This study conducted 

experiments using machine learning algorithms to predict the outcome of loan risk using MFIs 

datasets. 

Micro-Finance Institutions (MFIs) are categorized as a financial service institution to provide 

finance for individuals and small businesses. The two main way of loan in microfinance are 

loans to groups whose members use social capital to screen out risks, and loans to individuals 

whose loan officers know them well enough to screen out bad risks, rely fundamentally on 

qualitative information held in human memory [7]. Loan Risk prediction and classification, in 

contrast, relies fundamentally on quantitative information stored in micro finance institutes 

database or excel format in a computer system.  

Loans default will cause huge loss for the financial institution’s, so they pay much attention on 

this issue and apply various method like loan default prediction to detect and predict default 

behaviors of their customers [9].  

If the microfinance institutions (MFIs) do not manage their loan risks well, they are likely to 

fail to meet their social and financial objectives [43]. As with any financial institution, the 

biggest risk in microfinance is a loan default risk [12]. 
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Loan risk prediction is used to predict the probability of a given borrower defaulting on his 

or her loan. The default probability is predicted based on the influence of defined risk factors 

on loan repayment performance of a cluster of similar clients in the past. 

1.2. Statement of the Problem 

Managing financial institutions specially microfinance has never been easy, but in recent years 

it has become even more difficult because of greater uncertainty in the economic environment 

[43]. Loan risk management is one of the most important activities in any financial institution’s 

and cannot be overlooked by any economic enterprise engaged in loan irrespective of its 

business nature.  If the microfinance institutions (MFIs) do not manage their loan risks well, 

they are likely to fail to meet their social and financial objectives. When poorly managed risks 

begin to result in financial losses, donors, investors, lenders, borrowers and savers tend to lose 

confidence in the organization and funds begin to dry up.  When funds dry up, microfinance 

institutions (MFIs) are not able to meet their social objective of providing services to the poor 

and quickly go out of business [43]. As with any financial institution, the biggest risk in 

microfinance is default risk [12]. 

Microfinance Institutions (MFIs) provide microcredits, small loans, to low income individuals. 

Like every loan, they must be reimbursed. For this reason, the MFI must assess and evaluate 

the financial aspects as well as the risks of the operation [11]. The aim of this loan risk 

prediction and classification is to assess the creditworthiness of the applicant, that is the main 

obstacle for MFIs to provide loans to clients. This finally result loan risk which is the one that 

negatively affect the performance of MFIs [12]. 

In Most MFIs that specialize in individual lending, on average loan officers spend 40% to 50% 

of their time in collection activities [13]. Whereas loan officers in MFI face challenges in 

control and collecting overdue payment. As a result, they need other operation strategies such 

as Loan risk prediction and classification Model that can reduce time spent in collecting 

overdue payments from delinquent borrowers and also can help reduce the time by prioritizing 

the visits to those borrowers who are more likely to default, leaving loan officers more time to 

identify and access new customers or promoting products to the customers [13]. 
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In a microcredit application, financial information is scarce because the applicants do not 

maintain bookkeeping, and they generally lack of credit history [11]. Microfinance lenders, 

however, do not have access to credit bureaus, and most of their borrowers are small business 

owner and self-employed [14]. 

In Ethiopian National Bank, there are credit reference bureaus responsible to bank supervision 

that use a system called credit registry system to register loan borrowers in all Ethiopian 

commercial banks, that inform a client has a defaulter or not, based on past loan history. 

However, this registry system is not available and applicable for microfinance institutes. Loan 

Applicants in MFI do not generally have loan history records but currently more than 5.3 

million borrowers are active. Furthermore, MFIs face extra challenges, the loan applicant risk 

assessment is done without such applicant loan history. In order to win this challenge, it is 

required to analyses the risk and predict the probability of default for a given loan applicant 

based on the influence of defined risk factors on loan repayment performance in a cluster 

of similar clients in the past before loan disbursement. 

The sustainability of microfinance institutions depends largely on their ability to collect their 

loans as efficiently and effectively as possible [12]. 

In other words, to be financially viable or sustainable, microfinance institutions must ensure 

high portfolio quality based on total repayment, or at worst low delinquency/default, cost 

recovery and efficient lending [25].  

From the interviews and discussions made with senior managers of the MFI institutions the 

existing loan risk analysis and loan granted is dependent on loan officer views of borrowers 

and loan applicant commitment form of borrowers, it requires significant improvement to 

minimize the loan risk and identify defaulter borrower’s in early stage before loan 

disbursement. 

Almost all selected microfinance institutions are at risk regarding high rate of 

default/delinquency by their clients; which are most of microfinance institutions are not 

achieving the internationally accepted standard portfolio at risk of 5% [25], which is a cause 
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for concern because of its consequences on MFIs businesses, individuals, and the economy of 

Ethiopia at large.  

The effective way to do this and meet financial sustainability by applying Machine learning 

which makes another possibility through designing a learning, classification and prediction 

phases. Machine learning plays a major role in computer science research, and such research 

has already had an impact on real-world applications [23]. It assists Loan Approvals decision 

makers in MFIs as loan risk prediction and classification tools and also it allows MFIs 

to manage their portfolio at risk ratios more precisely. 

Other studies conducted in MFIs like [46] [37], the attributes used for their study is very limited 

in number that is 7 and 10 respectively and only about one loan product characteristics and 

they exclude the loan borrower’s characteristics for their consideration. With one microfinance 

institutions, the data set also very limited that is 4000 and 6447 records and study is not 

inclusive to other microfinance institutes.  

In this study the problem of loan risk prediction was addressed using borrower’s 

characteristics which are significant in real world loan risk assessment practice but not 

explored more in previous studies and loan characteristics. As stated in [50], loan 

characteristics, business characteristics and loan borrowers’ characteristics attributes used 

in Ethiopian MFIs for loan risk assessment (to identify good and bad borrower’s) like sex, 

age, monthly income earns, occupation, business type, location of collateral, business 

location of borrower’s, and education status of borrowers are included in this study. 

This research therefore aims to develop loan risk prediction model using machine learning 

algorithms for MFIs in Ethiopia. The research focus on collecting and analysis of loan 

application data to accurate risk assessment and to manage portfolio at risk ratios precisely.  

    To this end, this study attempts to explore and answer the following question: -    

1. What is the extent of loan risk for MFI in Ethiopia?  

2. How best can the captured knowledge be utilized in making decision whether to extend 

loan or not? 

2.1 Which attributes are most useful in predicting loan risk?  



5 
 

2.2 We selected four machine learning models namely: SVM, Navies Bayes, K-NN and 

logistic regression. Which model is more accurate for predicting loan risk? 

1.3 Objectives 

The following are general and specific objectives of the study. 

1.3.1. General Objective 

The general objective of the study is to analyze existing loan risk assessment and predict loan 

risk for accepting or rejecting loan application using machine learning algorithms.  

1.3.2 Specific Objectives 

 To prepare appropriate data sets with relevant attributes for classification and prediction 

model. 

 To identify and find the main attributes that can help to predict loan risk. 

 To assess the usability of different algorithm and techniques used so far in other researches 

for the prediction of loan risk. 

 To identify models, techniques and implementing tools relevant for the loan risk prediction. 

 To conduct experiments on loan risk prediction system for identifying loan defaulter using 

a specific implementation tool 

 To evaluate loan risk prediction model using performance measures on the bases of its 

accuracy and precision. 

 To forward recommendations for further research. 

1.4. Implementation Tool  

  For this study, the experimentation process was done using R studio with R programing. R is 

an integrated suite of software facilities for data manipulation, calculation and graphical 

facilities for data analysis and display, it preferred because of the following reasons: R-Studio 

has easy-to-use Interface-Studio has ability to present datasets in the form of figures with 

variety of presentations, in R-Studio, it is possible to link datasets in common simple database 

format such as .CSV and R programing is simple and suitable for technical computing 

[71].and also R is with  Effective data handling and storage ,Suite of operators for calculations 
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on arrays and Large, coherent, integrated collection of intermediate tools for data analysis • 

Programming language, run time environment [71]. 

1.5. Significance of the study 

This study makes several contributions to both knowledge building and practice improvement 

in loan risk prediction. From this study, Micro-Finance Institute’s in Ethiopia are mainly 

beneficiaries: - 

 For identifying and detect possible defaulter and active loan applicants before granting 

loan to the borrowers. 

 To limit or to completely end from granting loans to risky loan. 

 To instantaneously approving low-risk customers and secure PAR (portfolios at risk) as 

internationally accepted level below 5%. 

In addition to this, the study contributes to knowledge building including for other researchers 

interested in similar area.  

 The study identifies different and massively contributes attributes in microfinance 

institutions loan risk assessment, those are Percentage of collateral ownership, 

business sector attributes, Business Yearly Earnings attributes, Education status 

attributes, and MFIs organization Type attributes.  

 The study shows that Machin learning algorithms can be apples to Ethiopian 

microfinance institutes for loan risk assessment with different and relatively big data 

set 37,380 records, with more attributes 18 attributes and a better accuracy 99.91% 

and inclusive to all MFIs model than prior study related to microfinance like [46] 

[37]. 

 Plus, the study gives good understanding in the concepts of Machine Learning by  

building models using R.  

1.6. Scope and limitation of the study 

1.6.1 Scope of the study 

The proposed research topic is aimed to investigate and identify patterns which help to Predict 

the probability of default for a given loan applicant through model, and Classify to accept or 
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reject loan application using borrowers historical MFIs data set. This work encompasses and 

pass through from preprocessing the loan and borrower’s historical data to their proper 

prediction and classification of the loan applicants. The loan and borrower’s data collect from 

selected microfinance in Ethiopia that were serve for learning, prediction and classification 

purpose.  

1.7. Organization of the thesis 

The thesis is organized as follows with six chapters. The first chapter is about introductory part 

which gave an overview of background and statements of the problem for the study, objectives, 

scope and limitations of the study, significance of the study and description about the 

methodology to conduct the study. 

Chapter two of this study talks about literatures and related works reviewed. All the reviewed 

literature was in the light of machine learning in the financial sector. The sections are machine 

learning and machine learning techniques (Classification, Prediction, Clustering, Description 

and visualization), Importance and application of machine learning, how machine learning can 

assist in loan risk assessment in the microfinance institutions, type of risks and risk assessment 

in microfinance is presented.  

Chapter three embodies the methodology of the study. The following headings are discussed. 

Research methodology, the CRISP-DM Process, model evaluation methods (confusion matrix) 

and privacy and confidentiality of loan borrower’s data. 

Chapter four presents data preparation, in this chapter the following topics are discussed; data 

preprocessing, description of the data set and attribute selection. 

Chapter five presents experiment and result discussion. It discusses how the four models were 

developed and evaluated. And also deals with results and analyses of the models.  

Chapter six is about the conclusion, recommendations and future works. 

 
 



8 
 

CHAPTER TWO 

 REVIEW OF LITERATURE AND RELATED WORKS 

2.1. Introduction  

This chapter presents conceptual discussion on loan risk and analysis in microfinance and a 

comprehensive review of literature related to application of machine learning techniques in 

loan risk prediction published in academic journals. 

2.2. Introduction to Microfinance Institutions  

Microfinance refers to the provision of small-scale financial services including microcredit, 

savings, payment services, micro insurance and other services to the rural and urban clients 

[1]. 

In Ethiopia, microfinance services were introduced after the demise of the Derg regime 

following the policy of economic liberalization [48]. These MFIs aim at financing to micro 

and small level enterprises, individuals and agricultural business in individual and group-based 

lending [48]. 

 2.2.1 Micro-Finance Institute in Ethiopia 

The delivery of financial services in Ethiopia through the MFI has increased in a short period 

of time. Both outreach and sustainability of the microfinance institutions have increased 

significantly. Currently thirty-five microfinance institution are on action under supervision of 

national bank of Ethiopia NBE Repost 2017/2018. 

Ethiopian microfinance sector is characterized by its rapid growth, an aggressive drive to 

achieve scale, a broad geographic coverage, a dominance of government backed MFIs, an 

emphasis on rural households, the promotion of both credit and savings products, a strong 

focus on sustainability and by the fact that the sector is Ethiopian owned and driven [10]. 

According to micro-financing business proclamation No. 626 /2009 the purpose and activity 

of MFIs in Ethiopia are to collect deposits and extend credit to rural and urban farmers and 

people engaged in other similar activities as well as micro and small scale rural and urban 

entrepreneurs.   
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2.2.2. Loan Risk in Microfinance Institution  

Loan risk is defined as the probability that some of MFI ‘s assets, especially its loans, will 

decline in value and possibly become worthless. Because MFIs hold little owners ‘capital 

relative to the aggregate value of their assets, only a small percentage of total loans need to go 

bad to push MFI to the brink of failure. Thus, management of Loan risk is very important and 

central to the health of MFI and indeed the entire financial system. As MFI s makes loans, they 

need to make provisions for loan losses in their books. The higher this provision becomes, 

relative to the size of total loans, the riskier MFI becomes. An increase in the value of the 

provision for loan losses relative to total loans is an indication that the MFI ‘s assets are 

becoming more difficult to collect [43]. Loan risk is the risk of a loss resulting from the debtor's 

failure to meet its obligations to the MFI in full when due under the terms agreed [44]. 

2.2.3 Probability of Default in MFI 

Reviewing a borrower’s probability of default is basically done by evaluating the borrower’s 

current and future ability to fulfill its interest and principal repayment obligations.  A default 

is an event that a borrower cannot meet his contractual obligations [25]. The exact definition 

of what this means differs from institution to institution. Basically, the framework, a 

microfinance loan is considered to be at risk that is three months past due, is considered as a 

default. 

 2.2.4 Financial term 

Defaults: -This study more deal about defaults and the probability that they occur. A default is 

an event that a borrower cannot meet his contractual obligations. The exact definition of what 

this means differs from institution to institution. Basically, the framework, every loan that is 

three months past due, is considered as a default. The probability that a certain loan defaults 

in some time horizon (mostly two year or the lifetime of a loan) is called the probability of 

default [25]. 

Delinquency: -Payment delinquency is commonly used to describe a situation in which a 

borrower misses their due date for a single scheduled payment for a form of financing, 

like student loans, mortgages, credit card balances, or automobile loans. There are 
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consequences for delinquency, depending on the type of loan, the duration, and the cause of 

the delinquency [25]. 

2.2.5 Loan risk Analysis in MFI  

Credit analysis is the primary method in reducing the credit risk on a loan request. This 

includes determining the financial strength of the borrowers, estimating the probability of 

default and reducing the risk of non-repayment to an acceptable level.   

In general, loan evaluations are based on the loan officer's subjective assessment (or 

judgmental assessment technique). Loan analysis is essentially default risk analysis, in which 

a loan officer attempts to evaluate a borrower’s ability and willingness to repay [43]. Lawrence 

stated that A MFI’s loan risk analysts often use the five C’s as key Dimensions of an 

applicant’s loan worthiness [43] [44]. They include; Character, Capacity, Capital, Collateral, 

and Conditions.  

Character:  The applicant’s record of meeting past obligations, financial, contractual, and 

moral. Past payment history as well as any pending or resolved legal judgments against the 

applicant would be used to evaluate its character.  

Capacity:  The applicant’s ability to repay the requested credit. Financial statement analysis, 

with particular emphasis on liquidity and debt ratios, is typically used to assess the applicant’s 

capacity.  

Capital:  The financial strength of the applicant as reflected by its ownership position. Analysis 

of the applicant’s debt relative to equity and its profitability ratios are frequently used to assess 

its capital.  

Collateral: The amount of assets the applicant has made available for use in securing the credit. 

The larger the amount of available assets, the greater the chance that a firm will recover its 

funds if the applicant defaults. A review of the applicant’s balance sheet, asset value appraisals, 

and any legal claims filed against the applicant’s assets can be used to evaluate its collateral.   

Conditions:  The current economic and business climate as well as any unique circumstances 

affecting either party to the credit transaction. For example, if the firm has excess inventory of 
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the items the applicant wishes to purchase on credit, the firm may be willing to sell on more 

favorable terms or to less creditworthy applicants. Analysis of the general economic and 

business conditions, as well as special circumstances that may affect the applicant or firm is 

performed to assess conditions. 

2.2.6 Loan Disbursement in MFI 

Loan disbursement is the act of giving or paying out money to customers who have been 

accessed and approved to be given loan [44]. After an applicant has been carefully assessed 

and has been proven that the applicant meets the loan requirement of the microfinance 

institutions. The loan officer together with the loan committee gives their approval by 

appending their signature on the loan application form. This gives bank the right to disburse 

the funds to the applicant.  Disbursement ensures that money is made available to the customer 

after all assessment has been done and approval has been given. The assessment process also 

ensures that the authenticity of the security and other required documentations are received 

certified before funds are given out to the qualified customer [43]. 

2.3 Machine Learning Techniques 

Now a day’s large amount of varieties and velocity of data are generated and available 

everywhere specially in financial sector, therefore it is important to analysis this data in order 

to extract some useful information and to develop an algorithm based on this analysis. 

There are many machine learning algorithms that can be used to classify a problem given a set 

of features. These work looks to those algorithms to see if any are particularly useful in 

classifying Ethiopian microfinance institutes data to predict loan defaulters. 

At this time more powerful computational tools have opened a new frontier in the field of data 

science. And thus, there is currently an active ongoing research within the fields of machine 

learning (building analytical models using algorithms for machine to “learn” from the data) 

[28]. 

The most important background information on machine learning algorithms and their 

theoretical formulation are outlined in this section.  
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Machine learning is an integral part of artificial intelligence which is used to design algorithm 

based on the data trends and historical relationship between the data [36]. 

Machine learning is an emerging technique for building analytic models for machines to 

“learn” from data and be able to do predictive analysis. The ability of machines to “learn” and 

do predictive analysis is very important in this era of big data and it has a wide range of 

application areas. For instance, banks and financial institutions are sometimes faced with the 

challenge of what risk factors to consider when advancing credit/loans to customers [28]. 

Machine learning techniques can be grouped broadly into two main categories. They include: 

Supervised Learning and Unsupervised Learning [28].  

The main feature of supervised learning algorithm consists of target or outcome variable (or 

dependent variable). The target variable is used to predict other features from a given set of 

predictors (independent variables). Furthermore, using the target variable, a function is 

generated that maps input to desired outputs. The training process then continues until the 

model achieves the desired level of accuracy on the training data. Such supervised learning 

techniques are achieved using regression and classification algorithms or approaches that range 

from non-linear regression, generalized linear regression, discriminant analysis, naive Bayes, 

logistic regression, Support Vector Machines (SVMs) to decision trees and k-nearest neighbor 

algorithm [28]. 

In unsupervised learning, there is no target or outcome variable to predict or estimate. This 

algorithm is used mainly for segmenting or clustering entities in different groups for specific 

intervention. Examples of unsupervised learning algorithms include Neural Networks and K-

means algorithms [28].  

The following figure shows various machine learning approaches and algorithms. 
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Fig. 2.1. Machine learning tasks. 

There are many machine learning algorithms that can be used to classify a problem given a set 

of features in both supervised and unsupervised learning. These work looks to supervised 

machine learning algorithms to see if any are particularly useful in classifying microfinance 

institutions loan transactional data and give probability of default prediction. Algorithms 

investigated in this study are: Support Vector Machine (SVM), K-Nearest Neighbor (K-NN), 

naive Bayes and logistic regression.  

2.3.1. Support Vector Machine (SVM) 

Support Vector Machines are supervised learning models that can be used for classification, 

prediction and clustering problems. An SVM takes a set of input observations and associated 

binary outputs and constructs a model that can classify new observations into one class or the 

other. Support vector machine is highly preferred by many as it produces significant accuracy 

with less computation power [29].  

A Support Vector Machine (SVM) is a discriminative classifier formally defined by a 

separating hyperplane. In other words, given labeled training data (supervised learning), the 

algorithm outputs an optimal hyperplane which categorizes new examples. In two-dimensional 

space this hyperplane is a line dividing a plane in two parts where in each class lay in either 

side [30]. 

The key element is that support vector machine algorithm is to find a hyperplane in an N-

dimensional space (N — the number of features) that distinctly classifies the data points. 
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Fig. 2.2 A linear line separating the data types   

To separate the two classes of data points, there are many possible hyperplanes that could be 

chosen. The main thing in SVM is to find a plane that has the maximum margin, that means the 

maximum distance between data points of both classes. Maximizing the margin distance 

provides some reinforcement so that future data points can be classified with more confidence. 

In real world application, there is trade off on finding perfect class when the two classes are not 

linearly separable like due to noise, the condition for the optimal hyper-plane can be relaxed 

by including an extra term: millions of training data set.  

In the case of real-world application, it is not usually possible to get a line that perfectly 

separates the data within the space. Hence, we might have to use a curved decision boundary. 

It is possible to get a hyper-plane which could separate the data but this may not be desirable 

if the data has noise in it. In such cases we need to use the soft margin method [30]. The soft 

margin method allows for points to appear on the incorrect side of the margin. These points 

have a penalty associated with them. The penalty increases as the points are farther from the 

margin. The hyperplane separation looks to minimize the penalty of incorrectly labeled points, 

while maximizing the distance between the remaining examples and the margin.  

The other approach is SVM kernel it employed to separate data that isn’t linearly separable, is 

to map the data into a higher dimensional space. By mapping x= (x, x2) the data will be mapped 

into two-dimensional space. When this two-dimensional mapping is graphed, an obvious 
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linearly separable line appears [30]. The mapping used to increase the dimensionality of the 

problem is dependent on the data space being investigated. The above computations, which 

are used to find the maximum-margin separator, can be expressed in terms of scalar products 

between pairs of data points in the high-dimensional feature space. These scalar products are 

the only part of the computation that depends on the dimensionality of the high-dimensional 

space.  

2.3.2. Naive Bayes 

Naive Bayes is a widely used classification method based on Bayes theory. Based on class 

conditional density estimation and class prior probability, the posterior class probability of a 

test data point can be derived and the test data will be assigned to the class with the maximum 

posterior class probability [34]. Naive Bayes algorithm is one of the most effective methods 

and is a simple but surprisingly powerful algorithm for predictive modeling [33].  

The main reason behind its popularity is that it can be written into the code very easily 

delivering predictions model in very less time. Thus, it can be used in the real-time model 

predictions. [34] 

In Naive Bayes probability theory, Bayes theorem relates the conditional and marginal 

probabilities of two random events [34]. It is often used to compute posterior probabilities 

given observations. Let x = (x 1, x2, . . ., xd) be a d-dimensional instance which has no class 

label, and our goal could be to build a classifier to predict its unknown class label based on 

Bayes theorem. Let C = {C1, C2, . . ., CK} be the set of the class labels. P(Ck) is the prior 

probability of Ck (k = 1, 2, ..., K) that are inferred before new evidence, P(x|Ck) be the 

conditional probability of seeing the evidence x if the hypothesis Ck is true. A technique for 

constructing such classifiers to employ Bayes’ theorem to obtain is given by the following 

formula: - 

                                                                               [1] 

A naive Bayes classifier assumes that the value of a particular feature of a class is unrelated to 

the value of any other feature, so that [34]:                                            
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                                                                                          [2] 

2.3.3. K-Nearest Neighbor (KNN) 

The nearest neighbor (NN) classifiers, especially the k-NN algorithm, are among the simplest 

and yet most efficient classification rules and are widely used in practice [30].  

The purpose of KNN algorithm is to use a database in which the data points are separated into 

several separable classes to predict the classification of a new sample point. An object is 

classified by looking to its nearest examples [31]. In KNN algorithms, K states how many 

neighbors will be used in voting, it is important to decide the value of k because the accuracy 

of the classification is dependent on it. K=1 simply states that an object will be assigned the 

same class as its nearest example. As the number of K increases then we need to classify a 

given instant based on the resemblance of all the stated K instances. 

The measurement can be performed using any distance metric or similarity function, such as 

the Euclidean, Cosine or Jaccard [31]. The classifier is developed from the training data 

documents in this case and to check for the efficiency and accuracy of the classifier the holdout 

method has been used. In the holdout method the original training dataset is partitioned into 

two, a major portion to generate the classifier and the minor portion to check the precision of 

the classifier. It is an assumption that documents of the same class will always be the nearest 

neighbors of each other i.e. the distance between them will be less as they are in some way 

related to each other [31]. 

The major problem of using the k-NN decision rule is the computational complexity caused 

by the large number of distance computations and the other most critical problem is Selecting 

the value of K in K-nearest neighbor. A small value of K means that noise will have a higher 

influence on the result i.e., the probability of overfitting is very high. A large value of K makes 

it computationally expensive and defeats the basic idea behind KNN (that points that are near 

might have similar classes). A simple approach to select k is k = n^ (1/2) [32]. 
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In the general process of KNN algorithms the first step is preprocessing the data in the database 

in such a way as to ensure that we can compare observations. Then, our observations become 

points in space and we can interpret the distance between them as their similarity (using some 

appropriate metric) One of the most widely used metrics is the Euclidean distance. The 

Euclidian distance between two instances (X1, X2, X3, …Xn) and (U1, U2, U3, …. Un) is 

given by the following formula: - 

                                                                        [3] 

When we take loan rating as an example using KNN algorithms, first we collect financial 

characteristics and comparing people with similar financial features to a database. By the very 

nature of a loan rating, people who have similar financial details would be given similar loan 

ratings. Therefore, we will like to be able to use this existing database to predict a new 

customer’s loan granted, without having to perform all the calculations. 

2.3.4. Logistic regression 

Logistic regression is also called logistic model or logit regression. It is a predictive analysis. 

It takes independent features and returns output as categorical output. The probability of 

occurrence of a categorical output can also be found by logistic regression model by fitting the 

features in the logistic curve [35]. 

Logistic Regression, falls under Supervised Machine Learning. It solves mainly the problems 

of Classification to make predictions or take decisions based on past data [35]. It is used to 

predict binary outcomes for a given set of independent variables. The dependent variable’s 

outcome is discrete. 

The output of Logistic Regression is a sigmoid curve or more popularly known as S-curve. 

Where the value on the x-axis, independent variable would determine the dependent variable 

on the y-axis. In logistic regression there are only two possible outcomes. 0 and 1. That 

something occurs, or it doesn’t. We use a threshold value to make our prediction easier. If the 

x-axis’ corresponding y-value probability is lesser than the threshold value, the outcome is 

taken as 0. If it is greater than the value, the outcome is taken as 1. 
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Fig 2.3 General Logit Curve 

The Logistic Regression model can be replaced by the simpler Linear Regression model when 

the output variable is taken to be continuous. When the output variable is not continuous or is 

dichotomous another model has to be applied in order to take this difference into consideration. 

Logistic Regression model was chosen over the other models because of its mathematical 

clarity and flexibility. This model can have single or multiple predictors [35]. 

2.3.5. Ensemble Learning  

Ensemble methods are learning algorithms that construct a set of classifiers and then classify 

new data points by taking a weighted vote of their classification [41]. Ensemble learning is 

a machine learning paradigm where multiple learners are trained to solve the same problem 

[45]. The original ensemble method is Bayesian averaging but more recent algorithms include 

error-correcting output coding, bagging and boosting.  Because uncorrelated errors of 

individual classifiers can be eliminated through averaging ensembles are often much more 

accurate than the individual classifiers that make them up. There are different methods of 

constructing ensembles namely [41]; Manipulating the Training Examples, Manipulating the 

Input Features, Manipulating the Output Targets and Injecting Randomness.   

The first method manipulates the training example to generate multiple hypotheses [41]. The 

learning algorithm is run several times each time with a different subset of the training 

examples. This technique works especially well for unstable learning algorithms whose output 

classifier undergoes major changes in response to small changes in the training data. The 
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second method manipulates the set of input features available to the learning algorithm [30]. 

The method usually only works when the input features are highly redundant. The third method 

manipulates the y values that are given to the learning algorithm [46]. Having a large class, K, 

new learning problems can be constructed by randomly portioning the K classes into two 

subsets A and B and give a level of 0 and 1 respectively for the subsets. The relabeled data 

from the subsets then given to learning algorithm which then can construct the classifier. The 

last method injects randomness into the learning algorithm [41].   

2.4 Data Mining Research Methodology 

2.4.1 CRISP and SEMA Data Mining Methodology 

  2.4.1.1 The CRISP-DM Process  

CRISP-DM stands for Cross-Industry Standard Process for Data Mining. As a process model, 

the CRISP-DM gives a general outline of the data mining life cycle. There are six phases in 

the CRISP-DM data mining life cycle. There are arrows that link the various phases with no 

exact order. The arrows show that, the various phases of the DM life cycle are interdependent. 

This means that the arrows depict reliance of the phases. For some projects to be successful 

there is the need to be switching between two or more phases before completion, others may 

not necessarily need that. The outermost circle shows data mining itself is revolving [69]. The 

following figure 2.4 shows the six phases of the CRISP-DM process model and their 

interactions. 
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Figure 2.4: The CRISP-DM Process, figure source [69]. 

Business understanding-this first phase focuses on understanding the project objectives and 

requirements from a business perspective, then converting this knowledge into a DM problem 

definition and a preliminary plan designed to achieve the objectives. 

Data understanding-the data understanding phase starts with an initial data collection and 

proceeds with activities in order to get familiar with the data, to identify data quality problems, 

to discover first insights into the data or to detect interesting subsets to form hypotheses for 

hidden information.  

Data preparation-the data preparation phase covers all activities to construct the final dataset 

from the initial raw data.  
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Modeling-in this phase, various modeling techniques are selected and applied and their 

parameters are calibrated to optimal values. 

Evaluation-at this stage the model (or models) obtained are more thoroughly evaluated and 

the steps executed to construct the model are reviewed to be certain it properly achieves the 

business objectives.  

Deployment-creation of the model is generally not the end of the project. Even if the 

purpose of the model is to increase knowledge of the data, the knowledge gained will need to 

be organized and presented in a way that the customer can use it [72]. 

 2.4.1.2 The SEMMA Process  

SEMMA stands for Sample, Explore, Modify, Model, Assess, and refers to the process of 

conducting a DM project. It is data mining method developed by SAS Institute considers a 

cycle with five stages for the process, those are:  

Sample - this is the first stage of the SEMMA process, consists on sampling the data by 

extracting a portion of a large data set big enough to contain the significant information, yet 

small enough to manipulate quickly. 

Explore - this is the second stage of the SEMMA process, consists on the exploration of the 

data by searching for unanticipated trends and anomalies in order to gain understanding and 

ideas.  

Modify - this is the third stage of the SEMMA process, consists on the modification of the 

data by creating, selecting, and transforming the variables to focus the model selection process. 

Model - this is the fourth stage of the SEMMA process, consists on modeling the data by 

allowing the software to search automatically for a combination of data that reliably predicts 

a desired outcome.  

Assess – this is the fives stage of the SEMMA process, consists on assessing the data by 

evaluating the usefulness and reliability of the findings from the DM process and estimate how 

well it performs.  
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The SEMMA process offers an easy to understand process, allowing an organized and 

adequate development and maintenance of DM projects. It thus confers a structure for his 

conception, creation and evolution, helping to present solutions to business problems as well 

as to find de DM business goals [72].  

2.5. Related work  

Researches have been working on loan risk assessment and loan risk prediction using the 

advantage of Machine Learning models and data mining. Different related researches have 

been conducted using different data mining techniques, machine learning algorithms, and tools 

on various loan predicting loan default and loan risk assessment in financial sectors locally 

and internationally. The following is an overview of the papers that served as guides to this 

work. The overview covers the four selected models (SVM, Navies Bayes, K-NN and logistic 

regression) and in addition it looks for ensemble models and other algorithms published in 

recent academic journals. 

Paulius Danenasa, and Saulius Gudasc [40], conducted an empirical evaluation of SVM-based 

classifiers applied for credit risk evaluation task in the real-world dataset. It is argued that the 

methodology presented in this study could serve as an alternative tool for risk analysis in case 

when there are no actual bankruptcy classes or obtaining them might be a too complicated or 

expensive. The dataset was evaluated in three ways: as original (unchanged) dataset 3266 

entries with 13 number of attributes and transformed into differences expressed as absolute 

1912 with 11 number of attributes and percentage values 1912 with 10 number of attributes 

respectively. 

Experiment results showed that feature selection resulted even in better accuracy with which 

bankruptcy class can be predicted with accuracy ranging from 82 to 84%; however, the study 

shows efficiency of SVM classifiers much depends on parameter selection, thus obtained 

results can be improved by proper parameter selection, another aspect especially important in 

this model application is dataset balance as classes are computed dynamically. 
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Researcher stated that SVM is one of the machine learning techniques which is sensitive to 

dataset imbalance as “majority” classes tend to outweigh “minority” classes by pushing 

classification boundaries over them. 

This research concludes that SVM classifiers, together with gradient descend based SVM 

classifiers and Core Vector Machines algorithms, can be a good choice or alternative for 

implementation of SVM-based credit risk evaluation model. 

The study conducted by Vimala S.and Sharmili K [39], focused on a title - Prediction of loan 

risk model by Combination of Naïve Bayes and Support Vector Machine on using data from 

banking sector. To conduct the experiment, they used dataset from UCI (Machin learning data 

set repository), and provided an original dataset germen credit (credit service company dataset 

repository). This dataset has 850 records with 21 attributes with their respected class.  They 

used a combination of Naïve Bayes and Support vector machine for the prediction. The 

accuracy of the model (combination NBSVM) stated by the author is 81% in average 

experiments.  

From these classification techniques the study shows that Naïve Bayes is elegantly Simple and 

robust, and that is why it is widely used for classifying purposes. It uses the probability theory 

to classify data. The study also shows that Support Vector Machine is a type of learning system 

algorithm that is used to make the classification more accurate. To improving the accuracy and 

speed of Naïve Bayes they used SVM. At the end the researcher confirmed that the correctness 

and efficiency of the model has been improved for greater expansion in the data set in future. 

Simret Solomon [37], Conducted a study on prediction of customer loyalty (Non loyal or 

Loyal) using the application of data mining in microfinance and built a classification model 

which supports loan decision making in the organization. In this study a classification model 

is built based on the loan data obtained from Joshua Multi-Purpose Limited Liability 

Cooperative (JMPLLC). The study used dataset of 6,447 records and 10 attributes and also 

used three classification algorithms: Rule Based ZeroR, Decision Tree (J48), and Bayes (Naïve 

Bayes). 
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The author performed five experiments, one of it is using Navies Bayes. In this experiment, 

classification model building was done using Naïve Bayes classifier with all dataset and 

attributes. The test model is 10-fold cross validation. It consists of partitioning a dataset into 

10 subsets. The experiment resulted with an accuracy of 97.32%. Its ROC area is also above 

0.5, which is 0.992. And also, the accuracy level of ZeroR is 55.34% and J48 is 97.31%. 

From the results of the experiment, the researcher concluded that the data mining tools and 

techniques, especially classification techniques, can be effectively applied on the microfinance 

and financial institutions data in order to generate predictive models with an acceptable level 

of accuracy. 

Sara Worku [46], Conducted a research in the Addis Credit and Saving Institution. The main 

goal of the research was to develop a classification model that investigates credit analysis in 

Addis credit and saving institution using data mining techniques. The study employed three 

classification algorithms to develop the model, namely decision tree, J48, Naïve Bayes and 

PART rule induction. Cross validation test method was used to validate the model. The 

researcher followed CRISPDM methodology and used WEKA tool to develop the model. The 

data was extracted from four branches of the same institution within the same district and the 

data set contain 4000 records and 7 attributes.  

Finally, the author selected PART rule induction that produces optimal accuracy of 99.83% 

among the nine experiments conducted for the rebalanced dataset with 7 attributes (the study 

used only seven loan-based attributes). 

At the end, the researcher concluded that, the result shows it is possible to extract useful pattern 

through data mining algorithm that help to make accurate decision for credit risk assessment. 

But the study conducted through loan characteristics attributes only that is 7 attributes and the 

dataset is limited in number and governmental affiliated MFI only. 

Samuel N. John, Olatunji J. Okesola and Osemwegie Omoruyi [19], conducted a study to 

investigate the ability of Bayesian classifier towards building credit risk model in banking 

sector. The study used demographic and material indicators as input variables because of 

unavailability (privacy reason) of financial data like historical data and borrowers’ 
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characteristics from banks. The study is restricted to the use of demographic and material 

indicators only. MATLAB were used to partition the sample population to training data and 

test data for the method, Bayesian algorithm to connect to the partition mode and predict loan 

request as good or bad. 

During the experiment, the study used the total population size of 690 which was partitioned 

at ratio 34:66 to return a multiclass naïve Bayes model training and test sample data. The model 

outperformed in classification with 83.3% prediction accuracy. 

At the end, the researcher concluded that Naïve Bayesian algorithm has been able to predict 

credit request as good or bad respectively denoted by 1 or 0 and Naïve Bayesian classifier is 

good for its speed and memory usage which are really good for simple but not kernel 

distributions.   

Aida Krichene and Abdel moula [38], Conducted a study to tackle the question of probability 

of default prediction of short-term loans for a Tunisian commercial bank. They used a database 

of 924 credit records of Tunisian firms granted by a Tunisian commercial bank from 2003 to 

2006. The K-Nearest Neighbor classifier algorithm was applied and the results indicated that 

the best information set is relating to accrual and cash-flow and the good classification rate is 

in order of 88.63 % (for k=3).  

The researcher indicated that the outputs of these models also play increasingly important roles 

in banks’ risk management and performance measurement processes. ROC curve is plotted to 

evaluate the performance of the model. The result shows that the AUC (Area Under Curve) 

criterion is in order of 95.6%. At the end, the researcher indicated that the study is incomplete 

in the sense that it didn’t show how one can use these results in the implementation of the 

credit risk or commercial risk in Tunisia banks.   

Bolarinwa Akindaini [5], explored the application of some machine learning models in the 

prediction of mortgage defaults. It basically explored how machine learning methods can be 

used to classify mortgages into paying, default and prepay. The work examines the machine 

learning methods: Logistic regression, Naive Bayes and Random forest. The study used the 

total size of the dataset which is 11250 and about 60% of the randomly selected subset was 
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used to train the model while the remaining 40% was used as a test set. The overall accuracy 

of the model was 95%. 

At the end, the researcher indicated that the model presented in the work are generic and the 

results are based on the variables in the dataset. To produce a more robust model, it will be 

necessary to include variables that gives certain information about the mortgage owner. Such 

information could include sex, income, occupation and volatility in occupation.  

The researcher also indicated that further improvement could be made by clustering the dataset 

according to this additional variable and build models that are cluster specific. For instance, it 

will be interesting to build a separate machine learning model for high income earners and 

low-income earners since chances of default will certainly differ for both groups.  

Martina Sandberg [3], Has conducted a research on investigative machine learning model’s 

logistic regression, multilayer perceptron and random forests in the purpose of categorizing 

between good and bad credit applicants.  

The data used for this research were provided by PayEx(it is a financial sector company and 

offers several payment solutions for channels online and physically) comes from two sources: 

PxR(internal database of PayEx) and CCP(external database of PayEx). The PxR data contain 

information about the invoice of the applicant such as the state of it, distribution and expiring 

date, amount to pay, amount paid, seller information etc. The CCP data include information 

about the credit decision process for the applicant and contain information such as date of 

decision, amount requested by the buyer, amount of credit given, reason for rejection. The 

CCP data set also include information about the applicant such as address, number and age of 

accounts held, income, payment remarks, gender, number of active claims and verification 

checks of the information given by the applicant. But the study uses and focus on invoice data 

and only on reservations which are in the state capture, in total the study used data set for the 

experiment when the data is merged is 27328 entries with 23 attributes. According to 

experiment result the author stated that the total dataset is used as train and test sets, 75% and 

25% in train and test respectively which resulted in90% accuracy of the model. 
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The researcher has also recommended that there are several other algorithms to deal with the 

problem of unbalanced data that could be tested and also, several other possible variables and 

algorithms can be tested to find the ones that can do a better job at explaining the difference 

between defaulting and good customers. 

Amir E. Khandani and Adlar J. Kim [2], Studied on applying machine-learning techniques to 

construct nonlinear nonparametric forecasting models of consumer credit risk. The objective 

of the study was by combining customer transactions and credit bureau data for a sample of a 

major commercial bank’s customers, they are able to construct out-of-sample forecasts that 

significantly improve the classification rates of credit-card-holder delinquencies and defaults, 

with linear regression. 

The study presents a method for time-series patterns of estimated delinquency rates from this 

model over the course of the recent financial crisis suggests that aggregated consumer-credit 

risk analytics may have important applications in forecasting systemic risk.  

During the experiment the study used a data set by combining customer transactions and credit 

bureau data from January 2005 to April 2009 for a sample of a major commercial bank’s 

customers 7400 entries with 22 attributes, and the model average forecasted/realized 

delinquencies of 85%. 

To the end, the researcher directed that the results are indicative of considerably more powerful 

models of consumer characteristics that can be developed via different machine-learning 

techniques, and are exploring further refinements and broader datasets in ongoing research. 

Anchal Goyal and Ranpreet Kaur [42], introduced an effective prediction technique that helps 

the banker to predict the credit risk for customers who have applied for loan. A prototype is 

described in the study which can be used by the organizations for making the correct or right 

decision to approve or reject the request for loan of the customers. The study used three 

different models (SVM Model, Random Forest Network and Tree Model for Genetic 

Algorithm) and the Ensemble Model, which combines these three models and analyzed the 

credit risk for optimum results. Real Coded Genetic Algorithms is used to calculate the feature 
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importance. These features help to predict the credit risk for costumers. K- Fold validation 

method is used to calculate the robustness of the predictive model.  

The data set that the study used for the experiment 615 records which is unfiltered data. The 

filtered Train Data set file contains 479 records include 13 attributes such as Gender, Marital 

Status, Number of Dependents, Loan Amount, Credit History and others. All models run on 

their defaulting parameters and the data is distributed among training and testing set are 70% 

and 30% respectively for all the models. Performance on the basis of its Accuracy was 80.56% 

for Random forest ,80.56% for SVM, accuracy of genetic algorithms is 81.25%, decision tree 

68.47% and Ensemble model (SVM+ genetic algorithms+ decision tree+ Random forest) that 

is 77.71%. 

The study shows that the above models is useful for banks to decide whether to sanction a loan 

to the individual or not, for Estimating the probability that an individual would default on their 

loan. 

Lkhagvadorj and Munkhdalai [4], Show that Credit risk prediction is one of the important 

challenges to the decision-making process for the lending institutions. This researcher applied 

the deep learning approach for credit scoring based on four datasets. It determines an optimal 

number of nodes in hidden layers, an effective batch size and epoch number using the grid 

search method.  

The experiment conducted in the study is using four datasets in order to evaluate the 

performance of proposed algorithm against previous studies. Those datasets retrieved from the 

UCI repository, namely German 1000 samples with 21 features, Australia 690 samples with 

15 features, Japanese 690 samples with 16 features and Taiwan 6000 samples with 23 features, 

the total of 8380 entries. For German, Australia and Japanese datasets, the deep learning model 

achieved the accuracy 0.771, 0.8681, and 0.8653, respectively. For Taiwan dataset, the deep 

learning model showed the best performance. The author stated that Taiwan dataset contains 

6000 instances and the sample size is much bigger than other datasets. For this reason, the 

model outperformed the best by accuracy of 0.92. 
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The results from the study showed that the proposed algorithm performs very well in a credit 

scoring application. To the end, the researchers anticipate potential future work in this area 

that includes using other machine learning model for credit prediction based on the bigger 

dataset, Especially, bigger sample dataset will give the best performance. 

Jozef Zurada and Martin Zurada [6], Conducted a study on banking sectors, and they built a 

prediction model to predict the customers will pay back the loans or not, through using the 

techniques of neural network and classification. The researchers focused on the usefulness of 

the tools such as decision trees and neural networks. In this study the author mainly checks 

and examining how decision trees and neural networks applied in a credit-risk evaluation. 

For the experiment the author used a sample data provided by a money lending institution. The 

data set contains financial information about 3364 consumers allocated among 13 variables. 

Out of these 13 variables, there were 12 independent variables (loan and consumer 

characteristics) and one dependent/target variable (loan default or loan repaid) that they were 

going to predict. Using this data set, they built a decision tree model, neural network model, 

logistic regression model, and combined (ensemble) model to predict whether a future 

applicant will default on a loan. In the first scenario, the author used the original, unbalanced 

data set containing a total of 3364 customers. This first data set contained 3064 good loans and 

300 bad loans. In the second scenario, they created a balanced data set by randomly selecting 

300 loans from the 3064 good loans and matching them with the 300 bad loans. This random 

sampling produced the second data set consisting of 600 cases divided evenly among good and 

bad loans.  In each scenario, they performed three different experiments. In each experiment, 

they allocated the cases as follows: 60% for training, 20% for validation, and 20% for testing.  

In result of the experiment the classification accuracy of good loans was almost perfect (close 

to 100%), some bad loans were recognized as bad loans, and the three methods and the 

ensemble method tended to classify a substantial amount of bad loans as good loans. Although 

the overall classification rate is excellent and averaged about 93%, the average classification 

accuracy of bad loans, which were underrepresented in the training sample, is relatively low 

and amounts to an average of about 30% for all the methods across all experiments. 
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To the end the author concludes that further research should focus on refining the training and 

testing of the ensemble model, the neural network and other method using various balanced 

and unbalanced data sets to improve the classification performance. 

The above discussed literatures are summarized in the following table.  

Table 2.1: - Summary of literatures reviewed on loan risk prediction.  
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1 Paulius 

and 

Saulius 

[40] 

To presents an 

empirical 

evaluation of 

SVM-based 

classifiers applied 

for credit risk 

evaluation task 

SVM 3266 

With 13 

attributes, 84% 

Comme

rcial 

bank 

data set 

The study uses only 13 

attributes related to specific 

commercial bank loan 

product characteristics, and 

the model accuracy is only 

83% it requires 

improvement.  

2 Vimala 

S.and 

Sharmili 

K[39] 

To present loan 

risk Prediction 

model using bank 

dataset for 

commercial banks. 

SVM and 

Navies 

Bayes 

850 With 21 

attributes, 

81% Accuracy 

 

UCI 

data set 

The model performance in 

terms of accuracy is not good 

it requires to improve and the 

data set used is limited in 

number and the data set used 

is very specific to 

commercial banks not 

include MFIs loan and 

borrowers characteristic. 
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3 Aida 

Krichene 

and 

Abdelmo

ula [38] 

To design model 

for prediction of 

probability of 

default in short 

term loans for a 

Tunisian 

commercial bank. 

KNN 924 With 11 

attributes,88.6

3% Accuracy 

Tunisia

n bank 

The study used only 11 loan 

characteristic attributes 

specific to Tunisian 

commercial bank one loan 

product with only take 924 

records and also limited to 

test other ML algorithms by 

scope only one algorithm.   

4 Simret 

Solomon 

[37] 

To design a 

classification 

model for 

prediction of 

customer loyalty in 

microfinance. 

(loyal or not loyal) 

Bayes 

(NaïveB

ayes). 

Decision 

Tree 

(J48) 

 

6447 With 10 

attributes, 

accuracy 

97.32% and 

97.31% 

JMPLL

C data 

set 

The study is conducted only 

one microfinance not 

inclusive to other MFIs and 

the attributes  and the data set 

of the  study is very limited in 

number and categories and 

also focused in one product 

characteristics. 

5 Sara 

Worku 

[46] 

To design a model 

to investigate credit 

analysis in Addis 

credit and saving. 

Bayes 

(Naïve 

Bayes). 

Decision 

4000 With 7 

attributes, 

99.83% 

accuracy 

Addis 

credit 

and 

saving 

The study is done for 

microfinance but  the 

attributes used for the study is 

very limited only 7 and about 

only one loan product 

characteristics, the data set 

also  very limited in number 

and not inclusive other 

microfinance institutes. 
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6 Samuel, 

Olatunji . 

Okesola 

and 

Osemweg

ie [19] 

To investigates the 

ability of Naïve 

Bayes towards 

building credit risk 

model in banking 

sector. 

Naïve 

Bayes 

690 sample 

83.3 accuracy  

Bank 

dataset 

The model performance of 

the model is needs to improve 

and the data set used also 

very limited in number and 

the model build for specific 

loan products only. 

7 Bolarinwa 

Akindaini 

[5] 

To examine and 

explore the 

application of some 

machine learning 

models in the 

prediction of 

mortgage defaults. 

Logistic 

regressio

n, Naive 

Bayes 

and 

Random 

forest. 

11250 sample 

and 95% 

accuracy. 

Credit 

card 

data sets 

The study indicates it 

limitations by itself in terms 

of including loan borrowers 

characteristics to build more 

inclusive model.in addition 

the data set used in the study 

also limited in scope and in 

number. 

8 Martina 

Sandberg 

[3] 

To investigate 

machine learning 

algorithms in the 

purpose of 

categorize between 

good and bad credit 

applicants.  

 

Logistic 

regressio

n, 

multilaye

r 

perceptro

n and 

random 

forests  

27328 entries 

with 23 

attributes and 

90% accuracy 

PayEx 

data sets 

The study concern on predict 

online credit payment 

solutions by taking only the 

card owner last transaction 

history, it shows good 

accuracy but not take the loan 

and card owners specific 

characteristics. 
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9 Amir E. 

Khandani 

and Adlar 

J [2] 

To present 

nonlinear 

nonparametric 

forecasting models 

of consumer credit 

risk for commercial 

banks by applying 

machine-learning 

techniques. 

Logistic 

regressio

n 

7400 entries 

with 22 

attributes and 

85% accuracy 

Comme

rcial 

banks 

data sets 

The study used 7400 entries 

and from only one 

commercial bank loan 

product also the result of the 

model still needs to improve. 

1

0 

Anchal 

Goyal and 

Ranpreet 

Kaur [42] 

To introduces an 

effective prediction 

technique to 

predict the credit 

risk for banks. 

Ensembl

e 

Learning 

 

479 records 

include 13 

attributes and 

77.71% 

accuracy 

Comme

rcial 

banks 

data sets 

The data set used in this study 

is only 479 records with only 

13 attributes and the result of 

the model accuracy is 77% so 

it needs to improve. 

1

1 

Lkhagvad

orj and 

Munkhdal

ai [4] 

To show and 

explore that credit 

risk prediction 

model importance 

for lending 

institution by 

designing a model.  

deep 

learning 

Use four data 

sets 

6000,1000,69

0,690, and 

0.771, 

0.8681,0.8653

,0.92, 

accuracy 

respectively. 

UCI 

data sets 

The data set the study used 

for each model is not big and 

the accuracy of the model by 

itself needs to improve. 
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1

2 

Jozef 

Zurada 

and 

Martin 

Zurada [6] 

To build a model 

that analysis a 

customer loyalty in 

loan. 

decision 

trees and 

neural 

networks 

3364 with 13 

attributes 

93% of 

accuracy 

Comme

rcial 

banks 

datasets 

The data set they use is 

limited only 900 records and 

also the model build for 

banks loan with limited 

number of attributes and 

inclusive to MFIs. 

 

2.6. Gap Analysis  

It is known that a number of financial institutions are in action today throughout the world. 

Financial institution include banks and microfinance institutions has their own product design 

and service delivery strategies [25]. Financial institution specially microfinance institutions 

practice a different challenge and different loan borrowers’ characteristics related to 

identifying good borrowers for loan approvals problem as stated in [50] [58]. So, one can say 

that the problem of analysis of loan risk and identifying good and bad borrowers varies from 

one financial institution over another because of their different types of product design and 

strategies of loan disbursement. 

Although a few studies have explored in the area of loan risk assessment and prediction 

specially most of them are in bank sectors. A direct implementation of those studies output is 

not practical for Ethiopian microfinance institutions. The loan borrower’s characteristics and 

the loan product design differ from country to country [50] [58]. This research conducted on 

Ethiopian MFIs (selected seven Ethiopian MFIs: - Oromia, Aggar, Wosassa, Pease, Vision 

fund, Nisir and Harbu MFIs).  

The study Attempt to review different literatures related to loan risk prediction for different 

financial institutions like banks and microfinance. In addition, existing studies used different 

approach such as Different attributes in terms of loan, borrowers and business characteristics, 

different data sets and preprocessing activities, and different method for their studies, because 
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of most financial institutions follow different way of lending loan, strategies and MFIs 

structure throughout the world [30].  

Studies like [5][2][3], stated in related works above, suggest that the results will improve and 

more powerful model could be developed by including different attributes related to 

borrower’s characteristics and different data sets. In addition to this researchers [2] [4]- [6] 

[39] [40], indicated that further improvement can be done and tested through, clustering the 

dataset according to additional attributes and build models that are cluster specific by 

categorizing high income earners and low-income earners (loan collateral or business income 

attributes) since chances of default will certainly differ for both groups and by relatively 

broader datasets. 

In this study the problem of loan risk prediction was addressed using borrower’s characteristics 

which are significant in real world loan risk assessment practice but not included in previous 

studies like [46] [37] to make better prediction and more relevant and practical in all MFIs. 

Studies like [50], conducted a study on Ethiopian microfinance loan borrowers and identified 

loan characteristics, business characteristics and loan borrowers’ characteristics as attributes 

for loan risk assessment and identification of good and bad borrowers. Such attributes include 

monthly income earns, occupation, business type, location of collateral, business location of 

borrower’s, MFIs types and academic status of borrowers are included in this study. In addition 

to that, the study used different data sets (not used before for related works) with balanced and 

relatively large sample data sets with adequate representation of all geographical locations in 

Ethiopia by taking the data from MFI’s branches in different cities unlike to the prior studies. 

In general, as stated above this research uses additional new attribute that include borrowers 

specific, borrower’s current business experience in year, microfinance type, location of 

collateral or business in categories, yearly business income, total years of experience in any 

business and loan product type, and also the study used a new data sets (from selected seven 

Ethiopian microfinance) that is not used before for related study for loan risk prediction in 

Ethiopian MFI. The model to be developed will be relevant and practical for Microfinance 

Institutions in Ethiopia. 
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CHAPTER THREE 

RESEARCH METHOD AND TECHNIQUES  

3.1 Introduction  

This chapter discusses the design and methodology of the experiment that will be carried out 

to answer the research question of this study. Research methodology is the general principle 

that guides the research.in order to conduct a good research, a well-defined approach and 

principle has to be followed. This study follows the experimental type of research. It is a 

collection of research design which use manipulation and controlled testing to understand 

causal (cause/effect) relationships and to study the relationship between one variable and 

another. The design of this experiment follows the CRISP-DM process outlined in figure 3.1. 

For proper understanding of the problem under investigation and successful completion of this 

study, relevant literatures such as books, journals, magazines, conference papers, manuals, and 

resources from internet, particularly MFI loan manuals are reviewed for achieving the study 

objectives. 

3.2 The Cross-Industry Standard Process for Data Mining (CRISP-DM)  

The aim of this study is to build a predictive model that could help the organization in 

predicting active and defaulter loan borrowers in early stage before loan dispersing and to 

secure their portfolio at risk precisely. new customers’ status that supports loan decisions. To 

this end, this study followed the CRISPDM (Cross-Industry-Standard-Process for Data 

Mining) process cycle. The cross industry standard process for data mining (CRISP-DM) 

usually shortened as CRISP DM is a framework for guiding and recording data mining tasks. 

It is a model that consists of phases that are followed to solve data mining problems [70].   

The reason why CRISP-DM methodology use because CRISP has feedback mechanism 

SEMMA have no feedback mechanism, SEMMA was developed with a specific data mining 

software package (Enterprise Miner), rather than designed to be applicable with a broader 

range of data mining tools and the general business environment like CRISP-DM, in addition 

to this.it is easy to use, it is the most widely used model that experts and non-experts use in 

solving data mining question. And also it is a popular methodology adopted by many Data 
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Miners because when followed critically there is a higher chance in succeeding in the DM 

project [69]. 

The CRISP-DM process model starts with the project's goal definition that is included in the 

first phase that is Business Understanding, then transformed into a specific data mining 

problem. During the Data Understanding phase hypotheses for hidden information regarding 

the data mining project goal are formed based on experience and qualified assumptions. In the 

Data Preparation phase the researcher collects the relevant data and prepares it for the actual 

data mining task. This includes the data preprocessing such as data reduction and filtering. In 

the Modeling phase a data mining workflow is constructed to find the desired parameter 

settings for the selected algorithms and to execute the data mining task on the preprocessed 

data [69].  

Within the subsequent Evaluation phase the trained model is tested against real data sets within 

a production scenario and the data mining results are assessed according to the underlying 

business objectives [69].  

3.2.1 Business Understanding  

This phase is also known as Problem understanding and entails the processes used to 

comprehend the opportunities and business purposes of the company. Ethiopian microfinance 

sector is characterized by its rapid growth, an aggressive drive to achieve scale, a broad 

geographic coverage, a dominance of government backed MFIs, an emphasis on rural 

households, the promotion of both credit and savings products, a strong focus on sustainability 

and by the fact that the sector is Ethiopian owned and driven [10]. 

From the interviews and discussions made with senior managers of the MFI institutions the 

existing loan risk analysis and loan granted is dependent on loan officer views of borrowers 

and loan applicant commitment form of borrowers, it requires significant improvement to 

minimize the loan risk and identify defaulter borrower’s in early stage before loan 

disbursement. 

Almost all selected microfinance institutions are at risk regarding high rate of 

default/delinquency by their clients; which are most of microfinance institutions are not 
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achieving the internationally accepted standard portfolio at risk of 5% [25], which is a cause 

for concern because of its consequences on MFIs businesses, individuals, and the economy of 

Ethiopia at large.  

Therefore, his research aims to develop loan risk prediction model using machine learning 

algorithms for MFIs in Ethiopia. The research focus on collecting and analysis of loan 

application data to accurate risk assessment and to manage portfolio at risk ratios precisely 

3.2.2 Data Understanding  

This is the next phase of the CRISP-DM methodology. For this study, the data is collected 

from selected seven microfinance institution in Ethiopia. As discussed with domain experts 

and senior managers of MFIs and also as stated in [50], (it is a social science thesis study that 

concerns on Ethiopian microfinance institutes and also the study specifies the main reasons 

(attributes) of borrower’s loan delinquency), the data from MFIs contains borrowers’ 

characteristics, loan characteristics and business characteristics attributes. The data contained 

37380 loan borrowers’ records with 18 attributes one of the attributes is dependent field 

representing either a default or not a default field; the data collected from all selected MFIs as 

of December 31 2018. No single prospective customer is contacted more than once. and Single 

(Marital status) respectively.   

3.2.3 Data Preparation  

Taking into consideration the organizational policies This study is conducted not to include 

any private or confidential data of any loan borrower (customer of MFIs). Names, phone no 

and specific addresses is excluded from the data set. In order to consider the research to be 

ethical, anonymity and confidentiality administrative permission is obtained. Permission is 

obtained from the chef executive manager, branch manager, loan officer and the information 

technology head before any information is released. 

This phase is also known as data filtering and involves the process of organizing the data for 

mining. The following steps are completed in order to filter the data to be used in the DM 

process. These are data cleaning, data transformation data quality assurance, combining data 

sets, choosing part of the data as subgroup, combining rows, developing new columns, 
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arranging the data to be used in the modeling, taking care of problematic figures (blank or 

missing) and dividing into training and test data sets  

3.2.4 Predictive Modelling  

Predictive modeling is the general concept of building a model that is capable of making 

predictions. Typically, such a model includes a machine learning algorithm that learns certain 

properties from a training dataset in order to make those predictions [53]. 

Predictive modelling is a name given to a collection of mathematical techniques or models that 

helps in finding a mathematical relationship between a target or dependent variables and the 

predictor or independent variables [54]. It helps in predicting the probability of an outcome 

when a set of independent variables passes through the model.  SVM, KNN, Naïve Bayes and 

logistic regression models can be used for prediction purposes. 

3.2.4.1 Reason for The Chosen Algorithms  

The principal goal of this research is to analyze the existing MFIs loan risk in Ethiopia and 

predict loan risk using computational algorithms. With this in mind, the study aimed at 

identifying machine learning technique which is better in predicting loan risk. Throughout this 

work different machine learning algorithms were explored and effective ones were used to find 

patterns in the data. The performance of each machine learning models was explored and 

analyzed in previous related works. Then based on successfulness in making predictions and 

stability in their performance best performing algorithms were selected. The machine learning 

techniques selected for this thesis were SVM, KNN, Navies Bayes and Logistic regression. 

Each one is selected based on their advantages and past performance seen in other research. 

In different literatures, it has been reported that the widely used classifier algorithms for 

prediction and classification are KNN like in [16], [17], [23], SVM like in [18], [21], [23], 

[24], Logistic Regression like in [15] and Naive Bayes like in [19], [20], [24]. The study was 

use the above four different algorithms to build four different models for this loan risk 

prediction and classification model.   

Naïve Bayes is selected due to the following reasons; it is easy to implement, Naïve Bayes 

classifiers can be trained quickly [19], classification process is quick compared to other models 
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[20] [24], it can handle a large and discrete amount of data, it is not sensitive to irrelevant 

features [55]. 

Logistic regression which is also called logistic model or logit regression is a predictive 

analysis. It takes independent features and returns output as categorical output. The probability 

of occurrence of a categorical output can also be found by logistic regression model by fitting 

the features in the logistic curve [35]. Logistic Regression is included in these work because; 

it is easy to implement and no linear relationship between independent and dependent variable 

[56], multiple explanatory variables can be used, no confounding effects because logistic 

regression allows quantified values for strength of association between explanatory variables 

and less prone to over-fitting due to simplicity and low variance [15]. 

K-nearest Neighbor is selected because; it is difficult to imagine a simpler technique than 

KNN, where data is classified simply based on its nearest neighbor (or neighbors) in a given 

training set [23]. Learning does not require making any assumption about the characteristics 

of the concepts [16] and Complex concepts can be learned by local approximation using simple 

procedures [23]. 

SVM is selected to this study because; it is established on the structural risk minimization 

principle, which seeks to minimize an upper bound of generalization error, and is shown to be 

very resistant to the over-fitting problem [18] [24]; it uses the kernel trick, so can build in 

expert knowledge about the problem via engineering the kernel [24]. SVM model is a linearly 

constrained quadratic program so that the solution of SVM is always globally optimal, while 

other models may tend to fall into a local optimal solution [21]. 

3.2.5. Model Evaluation  

This section presents the evaluation methods that was employed to evaluate the performance 

of the loan risk prediction models. One of the popular performance evaluation methods in 

machine learning, data mining, artificial intelligence and statistics is confusion matrix. In order 

to quantify the performance of a problem that contains two classes, confusion matrix is usually 

used [22]. The study used Confusion matrix as evaluation methods because it comprises of 
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evidence about actual and predicted classification performed by the proposed prediction and 

classification model. 

3.2.5.1 Confusion Matrix 

The confusion matrix is used to measure the performance of two class problem for the given 

data set. The right diagonal elements TP (true positive) and TN (true negative) correctly 

classify Instances as well as FP (false positive) and FN (false negative) incorrectly classify 

Instances [22]. 

TN = the number of incorrect classifications that an instance is Negative.  

FP = the number of incorrect classifications that an instance is positive.  

FN = the number of correct classifications that an instance is Negative. 

TP = the number of correct classifications that an instance is Positive.  

 

Figure 3:2 Example of Confusion Matrix 

 

 

 

Table 3. 2: Example of Confusion 

Matrix 

 Predicted 

Actual  Yes  No  

Yes  TP FN 

No  FP TN 
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Total number of instances = Correctly classified instance + Incorrectly classified instance  

Correctly classified instance = TP + TN.  

Incorrectly classified instance = FP + FN 

Calculate Value TPR, TNR, FPR, and FNR One can calculate the value of true positive rate, 

true negative rate, false positive rate and false negative rate by methods shown below [22].  

        …………………………………………………………….….(3.1) 

………………………………………………………………. (3.2) 

        ………………………………………………………………. (3.3) 

        …………………………………………………………….…. (3.4) 

Precision: -Precision is the ratio of modules correctly classified to the number of entire 

modules classified fault-prone. It is proportion of units correctly predicted as faulty [22]. 

 …………………………………………………………... (3.5) 

Accuracy: -Accuracy is defined as the ratio of correctly classified instances to total number 

of instances [22]. 

  ………………………………………….……..… (3.6) 

3.3 Privacy and Confidentiality of Borrowers Data 

This study is conducted not to include any private or confidential data of any loan borrower 

(customer of MFIs). Names, phone no and specific addresses is excluded from the data set. In 

order to consider the research to be ethical, anonymity and confidentiality administrative 
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permission is obtained. Permission is obtained from the chef executive manager, branch 

manager, loan officer and the information technology head before any information is released. 

3.4 Summary  

This chapter discussed the methodology used for conducting this study. The chosen research 

method, model evaluation techniques and, the CRISP-DM methodology was also explained in 

general terms and in the light of how it was used and guide this study. The loan borrower’s 

data ethical issues are also discussed in terms of privacy and confidentiality. 

CHAPTER FOUR 

DATA PREPARATION 

Data preparation is some of the primary tasks that highly determine the data mining results. 

The model built mainly depends on how thoroughly and carefully the necessary data is 

obtained, analyzed and preprocessed. Hence the next subsequent sections present the data and 

the essential preprocessing tasks performed.  

4.1 Data Preprocessing   

The data preprocessing refers preparing the dataset in the form that it is ready to Machine 

learning task. In this study the processes applied include data cleaning, parsing, data selection 

and aggregating on the extracted data in order to make the data more suitable for the 

experiment to improve the overall machine learning task.  

4.1.1 Data collection  

For this study, all the data was collected from selected seven microfinance institution in 

Ethiopia out of thirty-five MFIs based on their outstanding balance, electronic data availability, 

the scale of operation (gross loan portfolio), and on their ranks, in order to avoid bias in the 

research finding. Three of them are from NGO affiliated MFIs (Vision Fund, Peace and 

Wosasa MFIs), and one from government affiliated MFIs (Oromia MFI), the rest three are 

from fully commercial MFIs (Aggar, Niser and Harbu MFIs). The data included new attributes 

which are not considered in prior studies that include borrower’s specific data such as 

borrower’s current business experience in year, microfinance type, location of collateral or 
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business in categories, yearly business income, total years of experience in any business and 

loan product type. The dataset also included additional attributes such as loan amount granted, 

purpose of loan, collateral, age, history of payment and others. Records contain a dependent 

field representing either a “Defaulter” or “Active” field. 

4.1.2 Data Cleaning  

Among the total dataset extracted, 347 of them have missed values for attributes such as 

education status and business yearly income. Instead of filling values on these attributes, it was 

found easier and more logical to remove the records that make up 0.92% of the dataset. As a 

result, the remaining 99.08% of the original dataset which amounted to 37,380 records were 

kept for further processing. 

4.1.3 Method of Data Quality Assurance 

The datasets were checked for completeness and correctness of the required attributes and 

integrity before analysis and prediction. The study explored different non-machine learning 

studies related to loan risk prediction using financial data and risk assessment strategies in 

Ethiopia’s microfinance institutions.  This helped us to ensure whether the required attributes 

(column names) are complete and adequate for prediction of loan risk for this study. The data 

from MFIs contained required loan and borrowers’ details. 

4.1.4 Imbalance Data and Splitting the Data Set 

An imbalance dataset is such a case where there is major difference in the number of 

classification categories [57]. In our data set domain, the classification categories consist of 

“Defaulter” and “Active”, where the number of “Active” cases outnumber the number of 

“Defaulter” cases. Almost 62 percent of the datasets are non-defaulters (Active). In such a 

situation a model becomes more inclined to the majority class and cannot properly identify the 

minority class. To solve this issue, there is two possibilities either we can over sample the 

minority class or under sample the majority class. But under sampling the majority class will 

act as a difficulty in properly understanding the trends in our independent attributes. 

Furthermore, only over sampling the minority class will also not solve this as the techniques 

lying behind the over sampling will also matter greatly. Thus, in such a scenario the study used 

Synthetic Minority Oversampling Technique (SMOTE) and up sampling. This technique uses 
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for both oversampling and under sampling [57]. Synthetic instances of the minority class are 

created to reduce the margin between the majority and minority class [57]. For the model the 

study used up sampling to increase the minority class and keep equal number of defaulters and 

non-defaulters. But we have to mention that up sampling was only applied on the training set 

keeping the test set pure and untouched. And therefore, this helped us to properly classify the 

borrowers keeping the model aware of both the output classes. 

For the purpose of checking the performance of any machine learning model in an effective 

manner, splitting the dataset is a fundamental task. It helps to prevent over fitting by evaluating 

the performance of the model on a portion of the dataset upon which the model has not been 

trained. In most empirical studies like [62] [63] [64] it is shown that the data set is split in to 

80:20 ratios which has become most common in many other studies. Therefore, this study used 

80:20 train-test split ratio for the supervised model. This has been done using R studio 

“split_test_train” function from ISRL library. This means that 80 percent of the entire dataset 

was used to train the model and the remaining 20 percent was used to evaluate the performance 

of the model. 

4.2 Data Transformation 

Transformations and aggregations of the data is necessary because it minimize the variations 

of the attribute values in some of the fields and also to make results more expressive and simply 

interpretable. 

In the data set, age attribute is varying in values and it is transformed in to more aggregated 

values “young, “adult” and old” for the different age groups determined based on experiences 

and consultation with the domain experts. The dataset doesn’t contain any instance with age 

below 18 because the minimum age for granting a loan in MFIs is 18 and above. So, there was 

no need to include another category under age 18. Hence young is considered to be between 

18-25, while adult is considered to be between 26-55 and old age was considered to be those 

with ages 55 and above.  

Similarly, to make it easier for discussions and interpretations of the result, other attributes like 

loan amount, city and education status were generalized in to categorical values. Loan amounts 



46 
 

below 100,000 are categorized as Low, those which are between 100,000 and 500,000 were 

categorized as medium and those loan sizes above 500,000 were categorized as high. 

City (city of the business area or the collateral location of the borrowers) were categorized as 

“region” if the city is capital city for the regions and “zone city “if the city is capital for the 

zone and the rest city categorized as “woreda”. Education status of borrowers was also 

categorized as graduated, high school complete, elementary level and not educated. 

Outstanding principal balance attributes refers to unpaid Remaining balance from the total loan 

amount. It was transformed in to more aggregated values, that is” full payment unpaid”, “half 

and above unpaid”, “less than half unpaid”. 

4.3 Attribute Selection 

Features Selection is one of the core concepts in machine learning which hugely impacts the 

performance of your model [52]. The data variables that you use to train your machine learning 

models have a huge influence on the performance you can achieve [52]. Variables selection and 

Data cleaning should be the first and most important step of your model designing. Variables 

Selection is the process where you automatically or manually select those features which 

contribute most to your prediction variable or output in which you are interested in [52]. 

Feature selection is a technique that removes noisy and redundant features to improve the 

accuracy and generalizability of a prediction model. Although feature selection is important, it 

adds yet another step to the process of building a bug prediction model and increases its 

complexity [51].  

As stated and suggested in [50] and through made discussion with senior domain experts in 

MFIs we identify, there are a few borrowers’ characteristic specific to Ethiopia’s MFIs 

customers and loan characteristics factor that may be considered as the risk factors for loan 

risk prediction in MFI. 

This section provides the description of the risk factors used to predict the loan risk in Ethiopia 

MFIs. The Borrowers characteristics like Age, Education status, Gender and having other 

sources of income, are the variables that can influence loan repayment performance of the 

borrowers [50]. 
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The loan related characteristics include the loan size, loan utilization, credit timeless, 

repayment suit, collateral, peer monitoring and the credit timeless factor also significant in 

influencing repayment performance [50] [25].  

Business characteristic related variables are analyzed, thus, having high and low market 

demand for the end products, Technology adoption, business experience, keeping a book of 

records, supervision and training are also found to be factors influencing loan repayment 

performance of borrowers [50]. 

Attribute selection from the data set was done based on the objective of the study at hand. 

Hence the account number, customer’s names and branch code, loan officer code attributes are 

removed in order to reduce the data to only most important ones; this would minimize the 

effort required for further processing.  

4.4 Description of the Data Set  

For this study, the data is collected from selected seven microfinance institution in Ethiopia. 

As stated in [50] (it is a social science thesis study that concerns on Ethiopian microfinance 

institutes and also the study specifies the main reasons (attributes) of borrower’s loan 

delinquency), the data from MFIs contains borrowers’ characteristics, loan characteristics and 

business characteristics attributes. The data contained 37380 loan borrowers’ records with 18 

attributes one of the attributes is dependent field representing either a default or not a default 

field; the data collected from all selected MFIs as of December 31 2018. No single prospective 

customer is contacted more than once. The attributes, description and categorical values 

explored for the study are described in Table 4.1.   

Table 4. 1: Attributes of data set used for MFIs loan risk prediction. 

No. Attributes  Description  

1 City status Capital city, zone or wereda 

2 Education status Education status of borrower 

3 sex Gender of the loan borrower’s 

4 Total year of experience in 

any business 

Total years of any business experience 
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5 Year since current business 

established.  

Number of years in current business  

6 Business Sector  Business type like trade, manufacturing ... 

7 Interest rate Interest rate either flat or declining. 

8 Percentage of collateral 

ownership  

Borrowers percentage of ownership from 

guarantee  

9 Business yearly Earning   Yearly income  

10 Approved Loan amount  Total taken loan  

11 Loan cycle  Repetition of loan taken like 1st or 2nd time 

12 Loan term in month Loan duration in month 

13 Age  Age of the loan borrower’s   

14 Outstanding principal 

balance  

Current balance (Remaining unpaid balance 

(payment history)) 

15 Product type  Loan product type  

16 MFIs type  MFIs (NGO affiliated, fully commercial and 

government affiliated) 

17 Loan status Active or defaulter  

18 hours worked per week  Loan borrower’s working hours per week 

 

4.5 Data Transformation  

From the source of the dataset, the names and values of the attributes have been changed to 

some generic symbols for the sake of simplicity for experiment and to have a more accurate 

representation of the variables. The values in the attributes like loan status attributes changed 

to AA , Sex attributes changed to AB and Age attributes changed to AC, Education attributes 

changed to AD, Total Years Of Business Experience attributes changed to AE, Year Since 

Current Business Established attributes changed to AF, business Sector attributes changed to 

AG, Percentage of collateral Ownership attributes changes to AH, Business Yearly Earnings 

attributes changes to AI, Hours Worked Per Week attributes changes to AJ, loan product 

attributes changes to AK, loan cycle attributes changes to AL, approved loan amount attributes 
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changes to AM, loan term in month attributes changes to AN, outstanding principal balance 

attributes changes to AO, City attributes changes to AP, MFIs Type attributes changes to AQ 

and interest type attributes changes to AR. 

The dataset in this experiment and analysis contains categorical values that are transformed to 

binary values or factors 1s and 0s. Sex variable having values 'M' changed to ‘1’ that 

representing male and 'F' changed to value ‘2’. 

Similarly, education attributes changed to ‘1’ for graduate, ‘2’ for highs cool,’3’ for primary 

and ‘4’ for not educated attributes, and also for service attributes value changed to ‘1’ for 

manufacturing,’2’ for service,’ 3’ for trade, and ’4’ for other services. 

Product type attribute changed the variables value to ‘1’ for micro loan, ‘2’ for small loan, ‘3’ 

for WEDEP (Women development program) loan,’4’ for general loan,’5’ for agricultural loan 

and,’6’ for others loan products. And city status attributes variables changed to ‘1’ for zone,’2’ 

for region and ‘3’ for wereda. Also, outstanding principal balance attributes value changed to 

‘1‘for more than half of the loan is remaining to repay,’ 2’ for less than half remain, and ‘3’ 

for total amount is not repay.  

Interest rate attribute has two values declining and flat, the value of declining variable changed 

to ‘1’ and for flat changed to ‘2‘’. MFIs type attributes in the original data set representing 

through NGO affiliated, government affiliated and fully commercial MFIs value, these values 

changed to ‘1’,’2’,’3’values respectively. Below is the short summary of the changed variable 

names and values which are used throughout the experiment and analysis. 

Table 4.2: Variables and transformed data types 

Attributes  Transformed 

attributes values 

Original data type  Transformed 

data type  

Loan status AA Character   Binary  

Sex  AB Character  Binary   

Age  AC Number  Factor  

Education  AD character Factor 
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Total Years Of any 

Business Experience 

AE Numeric  Not changed 

Year Since Current 

Business Established 

AF Numeric  Not changed 

Business Sector  AG character factor 

Percentage of collateral 

Ownership 

AH Numeric  Not changed 

Business Yearly 

Earnings 

AI Numeric  Not changed 

Hours Worked Per 

Week 

AJ Numeric  Not changed 

Product type AK Character   Factor  

loan cycle AL Numeric  Not changed 

approved loan amount AM Numeric  Not changed 

loan term in month AN Numeric  Not changed 

Outstanding principal 

balance  

AO Numeric  Factor  

City status  AP character Factor 

MFIs type  AQ Character   Factor  

Interest rate AR character  Binary  
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Fig 4.1 Transformed dataset  

CHAPTER FIVE 

EXPERIMENT AND DISCUSSION OF RESULTS 

5.1. Introduction  

This chapter discusses how the experiment was carried out, based on the steps mentioned in 

chapter three. It presents how the machine learning models were created using SVM, Logistic 

regression, Navies Bayes and KNN, the major experiments run, interpretations and their 

performance evaluations of the prediction model. Several subsequent tasks in the experiment 

are done using R studio tools. 

In chapter four, all the preprocessing activities performed on the dataset and some of the major 

tasks performed were presented. This section focuses on presenting summary of the major 

experiments made in the process of arriving at the optimal model to achieve the objective set 

in chapter One. 

Once the necessary data is passed through the preprocessing activities as described in the 

earlier sections, it is then loaded to the R studio for the model building required. The 

preprocessed data is converted to csv format that is suitable for R studio.  

Series of Experiments are conducted based on which algorithms prediction models with 

varying accuracies, sizes and precisions are obtained. This section also presents several 
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activities done related to running and evaluating model building experiments, selecting the 

best and appropriate model, and providing explanations on the selected model. 

5.2 Data Visualization 

Data Visualization is a vital tool that can unearth possible crucial insights from data. If the 

results of an analysis are not visualized properly, it will not be communicated effectively to the 

desired audience [59]. 

A visual analysis is conducted on the dataset to have an idea of the possible relationships 

between the variables and observe any visible effect of each attributes. R programming offers 

a set of inbuilt functions and libraries to build visualizations and present data.  

This section details on distribution of continuous Variables, this six continuous variables Age, 

approved loan amount, income, business experience year, current business experience year and 

loan cycle is observed initially to have a sense of the nature of the dataset. The below fig 5.1 

shows the Age frequency of loan borrowers in MFIs, most of the borrowers are in Age range 

between 20 to 4o and followed by the Age range of 40 to 60. Also, below fig 5.2 shows that 

most of disbursed loan amount to borrowers in MFIs is less than five million birrs. The below 

fig 5.3 shows most of the MFIs borrower’s collateral ownership is 100 present and followed 

by 50 present and a few with 75 present ownerships. And the below fig 5.5 shows that most of 

loan term in MFIs are 12 months followed by 24 months and a few with 18 months.  

 

Fig 5.1 Frequency distribution of Age 
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Fig 5.2 Approved Loan Amount 

 

Fig 5.3 Percentage of Collateral Ownership 

 

Fig 5.4 Loan Cycle 
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Fig 5.5 Loan term in month 

Individual attributes effect on loan status, Plots of some individual attributes is done to inspect 

visually whether the attributes influenced on loan status. Below are plots of the attributes that 

appear to effect whether a loan is active or defaulter with loan cycle, loan term and loan 

product. 

 

Fig. 5.6: Plot of loan status vs loan cycle 
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Fig. 5.7: Plot of loan status vs loan term  

 

 

 

Fig. 5.8: Plot of loan status vs loan product 

5.3 KNN Modeling  

This subsection deals with how the KNN prediction model is developed and how the 

information gain was calculated. In this experiment a Prediction model building is done using 

KNN algorithm. 
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5.3.1 Experiment One  

The data set consists of 37380 observations and 18 attributes with one dependent attribute (L

oan status) and all of the predictor (independent) attributes were used in this experiment.   

Here’s how the data set looks like:  

 

Fig. 5.9: The data set snap shot  

5.3.1.1 Preparing and exploring the data 

> MFID = read.csv(file.choose() , sep = ',') 

> View(MFID) 

We found that the data is structured with 18 variables and 37380 observations. The following 

figures explore the heading, summary and structure of the data set.  
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    Fig. 5.10: The data structure and summary of the data set snap shot  

5.3.1.1.1 Normalizing numeric data 

Normalization is a technique often applied as part of data preparation for machine learning. 

The goal of normalization is to change the values of numeric columns in the dataset to use a 

common scale, without distorting differences in the ranges of values or losing information 

[60]. This feature is important since the scale used for the values for each variable might be 

different. The best practice is to normalize the data and transform all the values to a common 

scale.
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After run the above code in R studio, it normalized all numeric features in the data set, instead 

of normalizing each of the 18 individual attributes. 

The first attributes in the data set is “AA” (Loan_status) which is not numeric in nature. So, 

normalizing start from 2nd attributes. The function lapply () applies to normalize () each feature 

in the data frame. The final result is stored to MFID_n data frame using as.data.frame() 

function. 

 

 

Fig 5.11 :Result of nrmalized data snap shot 

5.3.1.1.2 Creating Training and Test Data Set 

The kNN algorithm is applied to the training data set and the results are verified on the test 

data set. In this study, we would divide the data set into two portions in the ratio of 80: 20 for 

the training and test data set respectively. Then MFID_n data frame divided into MFID_train 

and MFID_test data frames. Our target variable is “AA” (loan status) which is not included in 

the training and test data sets. 
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5.3.1.2 Training a Model on Data Set 

The knn () function needs to be used train a model for which we need to install a package 

‘class’. The knn() function identifies the k-nearest neighbors using Euclidean distance where 

k is a user-specified number. The following command type to use knn(). 

 

After library(class) is download and install in R, it is ready to use the knn() function to classify 

test data. KNN Algorithm is based on feature similarity, Choosing the right value of k is 

important for better accuracy. As suggested in [61], the best way to choose the value of K are 

the square root of the average number of complete cases (the number of observations) 

(k=sqrt(n)). The reason they suggest this model is that k should be large enough to give a 

reliable result. The experiment one conducted by using 193 as a value of K, that is around the 

square root of the observations 37380. 

knn() returns a factor value of predicted labels for each of the examples in the test data set 

which is then assigned to the data frame MFID_test_pred. 
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5.3.1.3 Evaluate the Model Performance 

The model performance was evaluated using Accuracy and Precision, the model was built 

through KNN algorithm but we also need to check the accuracy and precision of the predicted 

values in MFID_test_pred as to whether they match up with the known values in 

MFID_test_labels. To ensure this, we need to use the CrossTable() function available in the 

package ‘gmodels’. 

 

 

Fig. 5.12: the cross table result snap shot of experiment one 

The test data consisted of 7980 observations. Out of which 7980 cases, have been accurately 

predicted (TP->True Positive) as Active in nature which constitutes 7418. Also, 7 out of 37380 
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observations were predicted (FN-> False Negative) as Active in nature but got predicted as 

Defaulter which constitutes 0.01%.  

There is no False positive prediction that is defaulter in nature and predicted as Active. 

Also,555 out of 37380 observations were predicted as not active (defaulter) correctly identified 

not active (defaulter) in nature is (TN -> True Negative).  

The total Accuracy of the model is 99.91%, It is defined as the ratio of correctly classified 

instances to total number of instances [22]. 

 

…………………………………………………… (4.1) 

Accuracy = 7418 + 555/7980 =0.9991=99.91% 

Precision is the ratio of modules correctly classified to the number of entire modules classified 

fault-prone. It is proportion of units correctly predicted as faulty [22]. Precision of the model 

was evaluated using the following equation. 

 ……………………………………………………………. (4.2) 

Precision = 7418/7418+0= 1 
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5.3.1.4 Improve the Performance of the Model 

This can be taken into account by repeating the steps, training a model and Evaluation of model 

performance by changing the k-value. Generally, the K value is the square root of the 

observations and in this case, we took k=192 and 194 which is around a square root of 

37380(193). The k-value may be fluctuated in and around the value of 193 to check the 

increased accuracy of the model and to keep the value of FN’s as low as possible. 

5.3.2 Experiment Two  

5.3.2.1. Training a Model on Data Set 

The experiment two conducted only by changing the value of  K to 192 that is around the 

square root of the observations 37380 (193). 

 

 

Fig. 5.13: the cross table result snap shot of experiment two 
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5.3.2.2. Evaluate the Model Performance 

The test data consisted of 7980 observations. Out of which 7980 cases have been accurately 

predicted (TP->True Positive) as Active in nature which constitutes 7418. Also, 10 out of 7980 

observations were predicted (FN-> False Negative) as Active in nature but got predicted as 

Defaulter which constitutes 0.01%.  

There is no False positive prediction again that is defaulter in nature and predicted as Active. 

Also,552 out of 7980 observations were predicted as not active (defaulter) correctly identified 

not active (defaulter) in nature is (TN -> True Negative).  

 

Accuracy = 7418 + 552/7980 =0.9987=99.87% 

precision of the model evaluates through the following equation. 

Precision = 7418/7418+0= 1 

5.3.3 Experiment Three 

In experiment one and tow, the accuracy and precision of the model is almost close to equal, 

in this experiment three perform by changing the value of K to 194 that is around the square 

root of the observations 37380 (193). 
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5.3.3.1 Training a Model  

 

Fig. 5.14: the cross table result snap shot of experiment three  

5.3.1.2 Confusion Matrix Table 

 

 

5.3.3.3 Evaluate the Model Performance 

The test data consisted of 7980 observations. Out of which 7980 cases have been accurately 

predicted (TP->True Positive) as Active in nature which constitutes 7418. Also, 10 out of 7980 

observations were predicted (FN-> False Negative) as Active in nature but got predicted as 

Defaulter which constitutes 0.01%.  
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There is no False positive prediction again in experiment three, that is defaulter in nature and 

predicted as Active. Also,552 out of 7980 observations were predicted as not active (defaulter) 

correctly identified not active (defaulter) in nature is (TN -> True Negative).  

5.3.3.3.1 Calculate Accuracy and Precision  

Accuracy = 7418 + 552/7980 =0.9987=99.87% 

precision of the experiment three model evaluates through the following equation. 

Precision = 7418/7418+0= 1 

5.3.4 Experiment Four 

In this experiment four we test different k values to cheek improvement performance of the 

model. The following below R code shows accuracy level for different K values (185-205). 

 

  

Fig. 5.15: the training model of different K values and result snap shot  
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Fig. 5.16: The training model of different K values and result plot 

5.3.5 Attribute(variable) Importance  

In this section, to identify attribute importance we use the earth package in R to test variable 

importance based on Generalized cross validation (GCV), number of subsets models the 

variable occurs (nsubsets) and residual sum of squares (RSS). 

 

Fig. 5.17: attribute importance snap shot  
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Fig. 5.18: Attribute importance plot 

As stated in the above figure, eleven attributes are listed as importance variables out of 17 

independent attributes, but the two attributes contributed massively in the prediction are, AQ 

(MFIs organization Type attributes) and AG (business sector attributes). 

5.4. Logistic Regression Modeling  

In this experiment a Prediction model building is done using Logistic regression algorithm. 

Logistic regression analysis studies the association between a categorical dependent variable 

and a set of independent (explanatory) variables. The name logistic regression is used when 

the dependent variable has only two values, such as 0 and 1 or Yes and No [35].  The main 

thing hear is to determine a mathematical equation that can be used to predict the 

probability of event 1(active). After the equation is established, it can be used to predict 

the Y (loan status) attributes when only the X’s (other 17 attributes) are known us ing 

selected microfinance data set through “mlbench” package.  

5.4.1. Experiment one  

5.4.1.1 Install additional needed Package in to R studio 

Install “mlbenh” package and load the data in to R studio and keep only the complete 

cases. 
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Fig. 5.19: The data set view snap shot for LR model 

The dataset has 37,380 observations and 18 attributes. The AA (loan status)  column is 

the response (dependent) attributes and it tells is it active or defaulter. Structure of the 

data set shown in the following figure: - 

 

Fig. 5.20: the structure of the data set view snap shot 
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The following code in R enable to convert the response variable AA to a factor variable 

and all other columns to numeric. 

 

 

5.4.1.2 Balance the Imbalance Data Set  

It is known that the data was split into 80:20 training and test samples ratio. As the 

response attributes (loan status) is a binary categorical variable, there is a need to 

balance the training data into equal proportion of classes.  

 

The loan status active and defaulter are split approximately in 1:2 ratios. As shows in 

above code result, clearly there is a few loan status class imbalances. So, before building 

the logistic regression model, it needs to build the samples such that both the 1's and 0's 

(active and defaulter) are in approximately equal proportions. This concern is normally 

handled with a couple of techniques called: Down sampling, Up sampling and Hybrid 

Sampling using SMOTE and ROSE[57].  

In Down sampling, the majority class is randomly down sampled to be of the same size 

as the smaller class. That means, when creating the training dataset, the rows with the 

defaulter Class will be picked fewer times during the random sampling. 

Similarly, in Up Sampling, rows from the minority class, that is, defaulter  is repeatedly 

sampled over and over till it reaches the same size as the majority class (active). But in 

case of Hybrid sampling (SMOTE and ROSE packages), artificial data points are 

https://topepo.github.io/caret/subsampling-for-class-imbalances.html#subsampling-techniques
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generated and are systematically added around the minority class [57]. In this study we 

use up sampling techniques to balance the imbalance data. So first we create the Training 

and Test data using “caret” Package in RStudio.  

 

 

 

 

In the above R studio code snapshot, shows installed caret package and used 

the “createDataPartition” function to generate the row numbers for the training dataset. 

As stated in the above code p=0.8 that is 80% of the data set rows to go inside “trainData 

" for training the model and the remaining 20% to go to “testData” for test. 

 

There is around 2000 rows more active samples than defaulter sample. So, it needs up 

sampling to balance the data set using the “upSample” function in R. 
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As a result of the above up sampling code result, active and defaulter status are now in 

the same ratio. 

5.4.1.3 Building the Logistic Regression Model with Balanced Data Set 

 

 

 

Fig. 5.21: The result of logistic regression model snap shot 
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5.4.1.4 Interpretation of The Logistic Model Result 

After building the logistic regression model, then we analyze the fitting and interpret what the 

model is telling us. In above R code logistic regression model result, the “glm” function 

internally encodes categorical variables into n – 1 distinct level. The column “Estimate” 

represents the regression coefficients value. Here, the regression coefficients explain  the 

change in log(odds) (The odds are itself the ratio of two probabilities, p and 1-p) of the 

response variable for one-unit change in the predictor variable. 

The column “Std. Error” in above logistic model result represents the standard error 

associated with the regression coefficients. And z value is analogous to t -statistics in 

multiple regression output. z value > 2 implies the corresponding attributes is significant. 

p value determines the probability of significance of predictor variables. A variable having 

p < 0.5 is considered an important predictor [35]. A predictor that has a low p-value is likely 

to be a meaningful addition to the model because changes in the predictor's value are related 

to changes in the response variable [35]. 

In the existence of other attributes, attributes like AB (sex), AE (total years of any business 

experience), AF(years since current business experience), AH(percentage of collateral 

ownership), AJ(hours worked per week), and AK(loan product type) are statically not 

significant (p>0.5).As for the statistically significant variables, AL (loan cycle), 

AM(approved loan amount), AN(loan term in month), AO(outstanding principal 

balance),AC(age), AG(business sector), AI(business yearly earning) and AD(borrower’s 

education status) has the lowest p-value that indicate a strong association of those attributes to 

the loan with the probability of having active borrowers. AIC (Akaike information criterion) 

value of this model is 13271, then we create another model to achieve a lower AIC value 

without including such not significant attributes. 
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Fig. 5.22: The result of logistic regression model with significant attributes snap shot. 

As a result of the above model (with excluding not significant attribute) achieved with a 

lower AIC value (12612) and a better model. 

5.4.1.5 Predict on Test Dataset  

To predict the observation using logistic regression we need to set type=” response” in order 

to compute the prediction probabilities. 

 

The prediction “pred” contains the probability that the observation is active or defaulter 

for each observation. The common practice is to take the probability cutoff as 0.5. If the 

probability of Y is > 0.5, then it can be classified an event (Active). So, if “pred” is 

greater than 0.5, it is Active else it is Defaulter. The following R code shows the 

prediction of the observation. 
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5.4.1.6 Evaluate Model Performance   
Then after prediction we compute the accuracy using proportion of y_pred that matches 

with y_act. 

 

So, the total accuracy rate of the model using proportion of y_pred with y_act is 92.4% 

as shows in the above R code result of the accuracy.  

 

Fig. 5.23: Cross table result snap shot 
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To create the confusion matrix table and calculate the accuracy of the model, the package 

“e1071” is installed and run the confusion matrix function like below code in RStudio.  

install.packages('e1071', dependencies=TRUE)  

 

 
Fig. 5.24: confusion matrix results snap shot 

 

Precision of the model evaluates through the following equation. precision =TP/TP+FP   

Precision = 3583/3583+393= 0.901 

To plot the results of sensitivity and specificity of the model and to check what threshold 

achieves (calculate the AUC) we used rock curve as a tool using “ROCR” function. The ROC 

is a curve generated by plotting the true positive rate (TPR) against the false positive rate (FPR) 

at various threshold settings while the AUC (area under the curve) is the area under the ROC 

(Receiver Operator Characteristic) curve. A model with good predictive ability should have 

an AUC closer to 1 (1 is ideal) than to 0.5[67]. 
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Fig. 5.25: confusion matrix results snap shot 

 

 

Fig. 5.26: ROC Curve result snap shot 

ROC determines the accuracy of a classification model at a user defined threshold value. 

It determines the model’s accuracy using Area Under Curve (AUC). The area under the 

curve (AUC), also referred to as index of accuracy (A) or concordant index, represents the 

performance of the ROC curve. A good model, the curve should rise steeply, indicating that 
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the TPR (Y-Axis) increases faster than the FPR (X-Axis) as the cutoff score decreases. Greater 

the area under the ROC curve, better the predictive ability of the model. (Higher the area, 

better the model) [67]. As showed in the above diagram ROC is plotted between True 

Positive Rate (Y axis) and False Positive Rate (X Axis). In the above plot, the area under 

curve cover the maximum area (ROC curve 97.35%) and the curve is higher and close to 

the left corner (true positive) that indicate the model is pretty good.  

5.4.2. Experiment two  

The experiment two conducted by using unbalanced data set unlike to the experiment one. 

5.4.2.1 Building the Logistic Regression Model with Imbalance Data Set 
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Fig. 5.27: cross table and confusion matrix results snap shot  

Precision of the model with imbalanced data set evaluates through the following equation. 

precision =TP/TP+FP   

Precision = 3692/3692+284= 0.928 

As shown in above prediction model result, the accuracy of the model is 93%. It shows 

that the unbalanced data set in this logistic regression model predict more accurately by 

1% than the balanced (up balance) data set in experiment one.  

5.5. Navies Bayes Model 

In this experiment a Prediction model building is done using Naive Bayes Classification 

algorithm and RStudio used to predict the loans with R programing. 

5.5.1 Data description  

For this Navies Bayes model also, we use samples of about 37380 loan borrowers’ details with 

17 independent and one dependent attributes. The data set and its structure are as follows: - 
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Fig. 5.28: The data set and its structure for NB model snap shot 

Then we do Convert the loan status field (AA) values Active and Defaulter to ‘1’and ‘0’ 

respectively and also Convert the loan status field as factor as shown below: - 

 

5.5.2 Partitioning the Data Set  

In predictive modeling, the data needs to be partitioned into train and test sets. 80% of the data 

is partitioned for training purpose and 20% of the data for testing purpose as we do in above 
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other models. In this section After data splitting, we apply Feature scaling to standardize the 

range of independent variables. 

 

 

5.5.3 Classification Using Naive Bayes 

In this section Naïve Bayes classification model is executed in RStudio on top of the MFIs 

dataset to classify Active and Defaulter borrowers. To do Naive Bayes classification model, 

we perform the following: - first we Install and load “e1071” package before running Naive 

Bayes, Test the models built using train datasets through the test dataset and then Using 

accuracy, precision and error rate, we analyses how these models are behaving for the test 

dataset. 

 

The above code used to classify the dataset using Naïve Bayes and predict it using test data 

set. The result of the model also evaluates through accuracy and precision as we do in previous 

two models. 
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5.5.4 Visualize Test Set Result  

We visualize the test set result using “crossTable” function in RStudio and summary of it using 

table. 

 

 

 

Fig. 5.29: The cross table result snap shot 
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5.5.5 Evaluate the Model Performance 

The above Naïve Bayes model result evaluated using accuracy and precision techniques as we 

do in previous two models before. The test data consisted of 7476 observations. Out of which 

3500 cases have been accurately predicted (TN->True Negative) as (Not active) defaulter in 

nature which constitutes 46.8%. Also, 1204 out of 7476 observations were predicted (FP-> 

False Positive) as defaulter in nature but got predicted as Active which constitutes 16.1%.  

Also,2772 out of 7476 observations were correctly predicted (TP -> True Positive) as Active 

in nature which constitutes 37.1% and there is no (False Positive ->FP) prediction that mean 

defaulter in nature but got predicted as active. The total Accuracy of the model is 83.9%. 

Accuracy = 6272 /7476 =83.89% 

precision of the model evaluates through the following equation. 

Precision = 2772/2772+0= 1 

Accuracy of the model using confusion Matrix table function in RStudio. 

  
Fig. 5.30: confusion matrix results snap shot 
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5.6. Support Vector Machine (SVM) Model  

SVM (Support Vector Machine) is a supervised machine learning algorithm which is mainly 

used to classify data into different classes. Unlike most algorithms, SVM makes use of a 

hyperplane which acts like a decision boundary between the various classes. These closest data 

points to the hyperplane are known as support vectors [30]. As we do in other previous three 

models, we use R programming language to build an SVM classifier model. 

5.6.1 Install Caret Packages in to RStudio 

The caret package is also known as the Classification and Regression Training, has tons of 

functions that helps to build predictive models. It contains tools for data splitting, pre-

processing, feature selection, tuning, unsupervised learning algorithms [66]. 

> install.packages("caret") 

 

5.6.2 Data Description and Load the Data Set  

The data set we use in this model have about 37380 borrowers record details with 17 

independent and one dependent attributes, it stored in a CSV or Comma Separated Version. 

To see the structure of the dataset we use function str (): - 

 

Fig. 5.31: structure of the data set snap shot 

The output shows that the dataset consists of 37380 observations each with 18 attributes. 
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The below code is used to convert the data frame’s “AA” column to a factor variable. 

 

5.6.3 Split the Data in to Training and Test Set  

In this section the data set split into training set and testing set with 80:20 ratio, this is also 

called data splitting. The training set specifically used for the model building and the testing 

set for evaluating the model. 

The caret package in R provides a method createDataPartition() which is basically for 

partitioning our data into train and test set. 

 

In the above R code, the “y” parameter takes the value of variable according to which data 

needs to be partitioned. In our case, target variable is at AA, so we are passing SVMMFIL$AA. 

The “p” parameter holds a decimal value in the range of 0-1. It’s to show the percentage of the 

split. We are using p=0.8. It means that data split should be done in 80:20 ratios. So, 80% of 

the data is used for training and the remaining 20% is for testing the model. The 

createDataPartition() method is returning a matrix “intrain”. This “intrain” matrix has training 

data set and we’re storing this in the ‘training’ variable and the rest of the data (20%) of it 

stored in the testing variable. Then the dimensions of training data frame and testing data frame 

is looks like the following. 
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5.6.4 Train the Model  

To train the model, first we need to implement the trainControl() method provided by the 

caret package. The training method is used to train the data on specific algorithms. 

 

In the above code We used the “number” parameter to holds the number of resampling 

iterations. And the “repeats” parameter contains the sets to compute for the repeated cross-

validation. We are using setting number =10 and repeats =3. 

 

In the above train model code, the “AA~.” denotes a formula for using all attributes in the 

classifier and AA as the target variable. And The “preProcess” parameter is set for 

preprocessing the training data with passing two values parameter “center” and “scale. 

We are passing 2 values in our “pre-process” parameter “center” & “scale”. These two 

parameters help for centering and scaling the data. After pre-processing, these convert the 

training data with mean value as approximately “0” and standard deviation as “1”. The 

“tuneLength” parameter holds an integer value. This is for tuning the algorithm. The result of 

the train () method is save in the svm_Linear variable as follows. 
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The model tested at value “C” =1., the model is trained with C value as 1. Then we predict 

classes for the test set using predict () method. The caret package provides predict () method 

for predicting results. We are passing 2 arguments. Its first parameter is the trained model and 

second parameter “newdata” holds the testing data frame. The predict () method returns a list, 

then we save it in a test_pred variable. 

 

5.6.5 Model Performance Evaluation  

To check the performance of the model through accuracy and precision we use the confusion 

matrix. The result of confusion matrix is shown in below code. 

 

Fig. 5.32: Confusion matrix snap shot 

The output of confusion matrix shows that the model accuracy for test set is 92.4%. 

Precision of the model also evaluates through the following equation. precision =TP/TP+FP   

Precision = 3662/3662+314= 0.921 
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5.6.6 Variable Importance in SVM Model 

  

Fig. 5.33: variable importance ROC Curve in SVM model snap shot 

 

 

Fig. 5.34: variable importance plot in SVM model snap shot 
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The above figure 5.32 and 5.33 shows the SVM model variable importance in percentages, 

according to this, the top four massively importance attributes are AQ (MFIs type), AK 

(product type), AH (percentage of collateral ownership) and AR (interest rate). 

5.7 Summary of Main Findings 

The following section presents the summary of the main findings of this work. For easy 

readability it is presented in table form. As stated earlier (in chapter One) the main objective 

of building the prediction model is to come up with a pattern for each borrower loan status 

(Active, Defaulter) that would help in predicting the likely status of a new borrower in terms 

of these attributes. The experiment for the study is extensively tested on the data set. The 

dataset in which testing is performed are those which are described in the data preprocessing 

section. As it is described above, the MFIs data set contain 37380 out of it 20% of the data set 

is taken as test sample by keeping the remaining 80% of it as training.   

The prediction is checked on KNN, SVM, Naïve Bayes and logistic regression algorithms 

separately, and the result is presented & discussed as follows. The summary of the result also 

includes confusion matrix, which is a table layout to visualize the performance of a model. A 

typical confusion matrix consists of rows and columns where each column represents the 

number of instances in the predicted class and each row represents the number of instances in 

an actual class. In predictive analytics, a confusion matrix represents the total number of true 

positives, false positives, false negatives and true negatives. 

5.7.1 Results on KNN (Nearest neighbor algorithm) 

A separate check conducted in KNN model by changing the value of k to 192,193,194 and 

185-205 is done during experimentation, and the percentage of correctly identified loan status 

among the total is taken as result of the study. Performance of the study is checked through 

accuracy and precision using confusion matrix. The result obtained from the experiment is 

stated in the following manner. The following table gives the summary of the four-experiment 

conducted in KNN model. 
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no Experiment label Attribute 

used 

K value Accuracy level Precision  

1 Experiment one  18 193 99.91 1 

2 Experiment two 18 192 99.87 1 

3 Experiment three  18 194 99.87 1 

4 Experiment four 18 185-205 Average of 

(99.89) 

 

Table 5.1 Summary of KNN experiments result 

These accuracy values are very good as stated in [65] [66] estimates high accuracy to be in the 

range of 0.75 and 1 representing 75% and 100% respectively. 

5.7.1.1 Confusion Matrix of KNN Classifier for loan status Prediction: - 

KNN (Experiment one with value 

of K 193) 

Predicted class 

Active defaulter 

Actual class Active  7418 0 

defaulter 7 555 

Table 5.2 Confusion matrix result of KNN experiment one 

KNN (Experiment two with value 

of K 192) 

Predicted class 

Active defaulter 

Actual class Active  7418 0 

defaulter 10 552 

Table 5.3 Confusion matrix of KNN experiment two 

5.7.1.2 Attribute Contribution for KNN Prediction Model  

According to the KNN prediction model, as stated in the above figure 5.17, only eleven 

attributes are listed as important attributes out of 17 independent attributes, out of these eleven 
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importance attributes two attributes those are AQ (MFIs organization Type attributes) and AG 

(sector attributes) contributed massively in the prediction. with the result shows below in 

descending order in fig 5.35. As a result of this, the results analysis and discussion on this 

section would be made around the two most contributing attributes. 

 

Figure 5. 35: Attributes and their percentage of contribution to the KNN prediction model 

5.7.1.2.1 MFIs Type attributes 

All the prospects contacted were grouped into three different categories for the MFIs 

organization type that is NGO affiliated MFIs – (green), governmental affiliated MFIs 

(orange), fully commercial MFIs (blue) representation. As we see in the prediction accuracy 

of KNN, it was 99.9% that is very close to 100%, so based on this accuracy we analyses the 

results, it indicated that most of the borrowers (22127) data contacted had NGO affiliated 

MFIs, and the rest are having 4179 and 11074 MFIs are government and fully commercial 

MFIs respectively. The data of MFI type respectively as indicated below in figure 5.36. 
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Figure 5.36: Total prospective borrowers in MFIs type  

            

Figure 5.37: Active borrowers in MFIs type     Figure 5.38: defaulter borrowers in MFIs type      

Figure 5.37 and 5.38 indicates majority of the loan borrowers who responded the loan 

effectively (Active borrowers) are fully commercial MFIs,11073 are active borrowers out of 

11074. And governmental type MFIs 4112 borrowers are defaulter out of 4179, only 67 

borrowers out of 4179 are active. The case of NGO affiliated MFIs also only 5747 are active 

out of 22127 borrowers. This means that most of loan borrowers of government and NGO 

affiliated Ethiopian MFIs are defaulter, and that the MFIs can focus if the borrowers are former 

customers of both NGO and governmental affiliated MFIs for loan marketing. 

5.7.1.2.2 Borrower’s Business Sector Attributes 

Under the borrower’s business sector attribute there were four categories. These were 

manufacturing (blue), service (red), trade (green) and others (deep green). As depicted by 

figure 5.39 identified the business sector group with the highest contacts as trade (green) with 

total number of 16100 contacts followed by service with total number of 11760 contacts 8540 

and 980 contacts. 
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 Figure 5.39: data on business sector            Figure 5.40: defaulter borrowers based on sector   

     Figure 5.41: active borrowers based on sector  

In figure 5.40 and 5.41, it was realized that the service group that responded massively to the 

loan offer was service group with 7685 Active and 4075 Defaulter responses. The second 

group that also with 8253 Active and 7847 defaulter response is trade. Again, the third group 

manufacturing that also responded 4140 Active and 4400 Defaulter responses. Therefore, it 

can be analyzed that most of the prospective borrowers who responded to the offer are in the 

service sector attributes, so that the Ethiopian MFIs could target this service business sector 

for loan marketing, and also can make it very attractive and advantages investing loan business 

in service sector to the local borrower’s people. 

5.7.2 Results on SVM (Support Vector Machine) 

After the development of the SVM classification model, a number of evaluation techniques 

were implemented. Confusion matrix is used for evaluate model accuracy and crossable used 

to visualize the result, and also precision of the model calculated using equation. The SVM 

classification model was developed to identify prospective Active and Defaulter borrowers in 

Ethiopia MFIs, it yielded with accuracy values of 92.4%. These accuracy values are very good 

as [65] [66] estimates high accuracy to be in the range of 0.75 and 1 representing 75% and 

100% respectively. 
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5.7.2.1 Confusion Matrix of SVM Classifier for loan status Prediction 

SVM Predicted class 

Active defaulter 

Actual class Active  3662 254 

defaulter 314 3246 

Table 5.4 Confusion matrix of SVM experiment  

5.7.2.2 Attribute contribution for SVM prediction model  

According to the SVM prediction model, four attributes that contributed massively (>75%) in 

the prediction are AQ (MFIs organization Type attributes), AK (Loan product), AH 

(Percentage of collateral ownership) and AR (interest rate). The result of attribute importance 

presents in fig 5.33 and fig 5.34 above hear showed below in descending order in fig 5.42. As 

a result of this, the results analysis and discussion on this section would be made around the 

four most contributing attributes. 

 

Figure 5.42: Attributes and their percentage of contribution to the SVM prediction model 

5.7.2.2.1 MFIs Type Attributes  
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The loan borrower’s in NGO affiliated MFIs (5041 out of 7980 test data set) predicted (43%) 

defaulter and the rest (57%) as active with 92% accuracy. Similarly, the loan borrower’s in 

government affiliated MFIs (591 out of 7980 test data set) predicted only (8%) Active. And 

loan borrower’s in fully commercial MFIs (2348 out of 7980 test data set) predicted with 

accuracy of 92.4%, only 4% are defaulter. So, it shows that most of borrower’s loan history 

from fully commercial MFIs are trustworthy than NGO and government affiliated MFIs. 

5.7.2.2.2 Loan Product Attributes  

The prospective loan product attributes that patronized the loan status mostly is Agricultural 

product (2980 out of 7980 test data set) with (92%) Active and (8%) Defaulter responses with 

92.4% of accuracy. The next interesting finding is that, WEDEP loan product (2939 out of 

7980 test data set) had (74%) Active and (26%) Defaulter responses. Micro loan product 

recorded (1142 out of 7980 test data set) (87%) Defaulter and only (13%) Active responses. 

General loan product recorded (61 out of 7980 test data set) 98% of it is classified as Active 

with 92.4% accuracy. And Small loan product type (858 out of 7980 test data set) (61%) 

defaulter and only (39%) Active responses. So Ethiopian MFIs could target Agricultural, 

WEDEP and General product borrowers is advantages and little risk than micro and small loan 

product borrower’s for granted loan. 

5.7.2.2.3 Percentage of Collateral Ownership Attributes 

The loan applicants who had their percentage of collateral ownership are 100% that is 2736 

out of 7980 test data classified ,68% as defaulter and the rest 32% of it as Active with 92.4% 

accuracy. Again, borrower’s their percentage of collateral ownership are 50% that is 5244 out 

of 7980 test data are classified, 18% as defaulter and the rest 82% as Active. As a result of this, 

it can be analyzed that most of the prospective borrowers with 50% collateral ownership are 

more trustworthy borrower’s in terms of returning back the loan than prospective borrowers 

with100% collateral ownership borrowers. Ethiopian MFIs could target this kind of borrowers 

(50% collateral ownership) business group for loan marketing to invest loan business. 
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5.7.2.2.4 Interest Rate 

Flat interest rate loans are calculated interest based on the amount of money a borrower 

receives at the beginning of a loan and declining interest rate interest is calculated in MFIs 

every month on the outstanding loan balance as reduced by the principal repayment every 

month. The MFIs flat interest type attributes (5620 test data out of 7980 records) classified 

57% as defaulter and the rest 43% classified as active with 92.4% of accuracy. Again, the MFIs 

declining interest type attributes ((2360 test data out of 7980 records)) classified 82.7% 

classified as active and 17.3% classified as defaulter. As a result of this it shows that MFIs flat 

interest type is one of the main causes for loan borrowers to be a defaulter. 

5.7.3 Results on Logistic Regression Model  

Like the experiment held on using nearest neighbor algorithm and SVM, conducting the 

experiment through MFIs data set with 37380 observations and 18 attributes. The model 

performance evaluates through accuracy and precision, sensitivity and specificity. Confusion 

matrix is used for evaluate model accuracy and crossable used to visualize the result. And also, 

precision of the model calculated using equation. The logistic regression model was developed 

to identify prospective Active and Defaulter borrowers in MFIs like in other models. In this 

study also the imbalance data and balanced data is tested. It yielded with accuracy values of 

92.4% and 93.8%. These accuracy values are very good as [65] [66] estimates high accuracy 

to be in the range of 0.75 and 1 representing 75% and 100% respectively. 

5.7.3.1 Confusion Matrix of Logistic Regression Classifier for loan Status Prediction 

Logistic Regression (with balanced 

data) 

Predicted class 

Active defaulter 

Actual class Active  3583 173 

defaulter 393 3327 

Table 5.5 Confusion matrix of logistic regression experiment  
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Logistic Regression (with 

imbalance data) 

Predicted class 

Active defaulter 

Actual class Active  3692 173 

defaulter 284 3327 

Table 5.6 Confusion matrix of logistic regression experiment  

5.7.3.2 Attribute contribution for logistic regression prediction model  

As shown in figure 5.22, in logistic regression model eight attributes for the statistically 

significant variables are, AL (loan cycle attributes), AM (approved loan amount attributes), 

AN (loan term in month attributes), AO (Outstanding principal balance).AC(age), AG 

(business sector attributes), AI (Business Yearly Earnings attributes) and AD (Education status 

attributes). These eight attributes have the lowest p-value that indicate a strong association of 

those attributes to the loan with the probability of having active borrowers. 

5.7.4 Results on Naive Bayes Model  

For the Naive Bayes prediction model, we use samples of about 37380 loan borrowers’ details 

with 17 independent and one dependent attributes. After the development of the model, 

evaluation techniques were implemented. Confusion matrix is used for evaluate model 

accuracy and crossable used to visualize the result, and also precision of the model calculated 

using equation. The model accuracy is 83.9%, these accuracy values are very good as [65,66] 

estimates high accuracy to be in the range of 0.75 and 1 representing 75% and 100% 

respectively. 

5.7.4.1 Confusion Matrix of Naive Bayes Classifier for loan status Prediction 

Naive Bayes Predicted class 

Active defaulter 

Actual class Active  2772 0 
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defaulter 1204 3500 

Table 5.7 confusion matrix of Naive Bayes experiment  

5.7.5 Machine Learning Models Comparison 

The below (table 5.8) shows a summary of the result obtained from all the four models when 

all models are trained on around 29400 instances. It has been found that KNN resulted into 

highest accuracy. But at the prediction level Logistic regression, SVM and Naive Bayes model 

performed well in terms of accuracy and precision. These machine learning models 

evaluations(comparison) are done through the model accuracy and precision. The four 

Machine learning models (SVM, logistic regression, Naive Bayes, and KNN) were used to 

predict the Ethiopian MFI data on the 18 selected attributes. 

Table 5.8 model comparison  

 SVM KNN Logistic regression Naive 

Bayes 

KNN 

(Experiment 

one) 

KNN 

(Experiment 

two) 

with 

balanced 

data 

With 

imbalance 

data set 

 

Total number of 

instances (test 

data set) 

7980 7980 7980 7476 7476 7476 

Correctly 

classified instance 

7973 7973 7970 6910 566 6272 

Incorrectly 

classified instance 

7 7 10 7019 557 173 

Accuracy  92.4 99.91 99.87 92.89 93.8 83.89 

Precision  0.921 1 1 0.9 0.928 1 
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As stated in above table machine learning algorithm K-NN recorded an extremely higher 

accuracy (99.9%) than the rest three models but Logistic Regression (93.8%) and SVM 

(92.4%) show a comparable performance. The result of the study is presents to the domain 

experts those are senior MFIs managers and experts and they proved technical evaluation to 

assurance of the results of the study and quality of the data. 

5.8. Summary  

In this chapter, the processes involved in building four prediction model using SVM, KNN, 

Naïve Bayes and logistic regression machine learning algorithms as well as the performance 

evaluation procedures were discussed. The cross table was presented to visualize the model 

result and the confusion matrix was presented for the accuracy, also precision was calculated.  

 The discussion of the result in this chapter also about the four-prediction model that were 

generated. In relation to research question two, the KNN, SVM, Logistic regression and Naïve 

Bayes classifier was modeled to find out how machine learning can be utilized in making 

decision whether to extend loan or not, through classify and predict the credit worthiness of 

loan applicants. Again, in relation to research question 2.2, Which model is more accurate for 

predicting loan risk through classify defaulter and active loan applicant, the best performance 

was achieved by KNN, while Naïve Bayes model had relatively the lower performance on the 

Ethiopia MFIs data set. Logistic Regression and SVM show a comparable performance. In 

addition, relation to research question 2.1, that is attributes most useful in predicting MFIs loan 

risk are AL(loan cycle attributes), AM(approved loan amount attributes), AN(loan term in 

month attributes), AO(Outstanding principal balance).AC(age), AG(business sector 

attributes), AI(Business Yearly Earnings attributes) and AD(Education status attributes) in 

logistic regression model and according to SVM model, AK (Loan product), AH (Percentage 

of collateral ownership),AQ (MFIs organization Type attributes) and AR(interest rate) and also 

AQ (MFIs organization Type attributes) and AG (sector attributes) in KNN model. The next 

chapter is about the conclusion, recommendation and future works. 
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CHAPTER SIX 

CONCLUSION AND RECOMMENDATION 

This chapter summarizes the entire findings of the study. It is divided into two main sections. 

Again, it provides the conclusion and recommendations and the future works. 

6.1 Conclusion   

The main objective of this research was to determine how machine learning model could be 

used to detect the credit worthiness or assess the loan risk of Ethiopian MFIs loan applicant. 

The necessary data for the experiment was obtained from the selected seven microfinance 

institutions in Ethiopia, those are Aggar MFI, Vision fund MFI, Oromia MFI, Wosasa MFI, 

Nisir MFI, Harbu MFI and Pease MFI on a scattered excel sheets which totally amounted to a 

dataset of 37723. The necessary preprocessing activities were applied on the dataset after 

which 37380 data was prepared for the experimentation. Classification and prediction model 

building was experimented with KNN, SVM, Naïve Bayes and logistic regression algorithm. 

And the tools were used to simulate all the experiment is RStudio using R programing. The 

confusion matrix was used and then accuracy, and sensitivity were calculated. The three 

models (KNN, SVM and logistic regression) yielded remarkable results when it comes to 

correctly classifying instances, KNN with accuracy of 99.91%,99.87%,99.874% in the first, 

second and third experiments respectively, SVM with accuracy of 92.4%, and logistic 

regression with accuracy of 92.8 and 93.8 on balanced and imbalanced data set respectively. 

According to this experimentations the attributes AL(loan cycle attributes), AM(approved loan 

amount attributes), AN(loan term in month attributes), AO(Outstanding principal 

balance).AC(age), AG(business sector attributes), AI(Business Yearly Earnings attributes) and 

AD(Education status attributes) in logistic regression model and according to SVM model, AK 

(Loan product), AH (Percentage of collateral ownership),AQ (MFIs organization Type 

attributes) and AR(interest rate) and also AQ (MFIs organization Type attributes) and AG 

(sector attributes) in KNN model, are found to be relevant (important) predictors for the target 

class borrower’s loan status (active and defaulter). 
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From the results of the experiments it can be concluded that the Machin learning algorithms 

and techniques can be effectively applied on the microfinance in order to generate loan risk 

predictive models with an acceptable level of accuracy. 

Therefore, MFIs CEO, MFIs operation department managers, loan officers, MFIs Information 

technology services divisions in Ethiopian microfinance institutions and also National bank of 

Ethiopia microfinance supervision division and other financial institutions in Ethiopia can 

apply these Machin learning models to detect possible defaulter and active loan applicants 

before granting loan to the borrowers. Also, they can use the models to automate the process 

of granting loans in MFIs, so as to limit or to completely end from granting loans to risky loan 

borrowers. By adopting this way, it is expected that MFIs in Ethiopia would operate very well 

to granting loan for their borrower’s and will be able to make the expected returns.   

However, since the quality and size of dataset used, in addition to the Machin learning tools 

and techniques are essential factors for the modeling performance, an increased size in the 

dataset (with increased and different attributes and include all the MFIs loan product type in 

Ethiopia) could result in an improved modeling. It could have enabled the research to make 

use of larger data with more attributes than those used in this study and also address other main 

risk in Ethiopian microfinance institutions like operational risk and market risk. Because of 

time and other constraints, the model building experimentation conducted is based on selected 

seven microfinance institutions with just a 37380 borrower’s data but it is the researcher’s 

belief that it would have resulted in improved model if it includes all 35 MFIs in Ethiopia with 

big data size and all type of loan products borrower’s, and also through other techniques were 

also utilized. Hence following section presents some recommendations made based on the 

result of the research.  

6.2 Recommendations and Future Works 

Even though the investigation undertaken is mainly for academic purpose, it will have 

important contribution for the microfinance institutions and for other researchers interested in 

similar area. Although the results of this study are inspiring, there are problem areas that need 

further investigation for future work to attain better inclusive model and also bring it to an 
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operational level. Therefore, the researcher forwards the following issues as a future research 

direction based on this study: - 

 As discussed in the paper we only explore and demonstrated that Machin learning 

algorithms can be used to limit or possibly completely extinguish to the prediction of loan 

risk in Ethiopian MFIs. But there are generally four main risks, loan risk, operational risk, 

portfolio risk and marketing risk, that exist in every microfinance and other financial 

institutions. Therefore, interested researchers can look into other risk in microfinance that 

includes portfolios, operation and marketing risk from machine learning perspective.  

 Different classification algorithms such as neural network, decision tree and ensemble 

learning can be employed for Ethiopian MFI loan risk assessment with increased and 

different attributes that include all the MFIs with their all loan products type borrower’s 

by different researchers to see if it could result in a different. 
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Appendix I  

Sample collected data set from microfinance institutions (Before Preprocessing the data).  
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Appendix II 

  
RStudio R code used to plot attributes.  

> EMFILOAN = read.csv(file.choose() , sep = ',') 

> View(EMFILOAN) 

> colors = c("green", "blue", "red", "violet", "orange","yellow", "pink", "cyan")  

> plot (EMFILOAN$loan.status,EMFILOAN$loan.term.in.mounth,col=colors,main="loan status based o

n loan term",xlab="loan status",ylab="loan term") 

> plot(EMFILOAN$loan.status,EMFILOAN$HoursWorkedPerWeek,col=colors,main="loan status based 

on loan cycle",xlab="loan status",ylab="loan cycle") 

> plot(EMFILOAN$loan.status,EMFILOAN$sex,col=colors,main="loan status based on loan cycle",xlab

="loan status",ylab="loan Product(WEDEP,Micro,small,Agri,Gen)") 

> plot (EMFILOAN$loan.product,EMFILOAN$loan.status,col=colors,main="loan status based on loan p

roduct",xlab="loan status",ylab="loan Product(WEDEP,Micro,small,Agri,Gen)") 

> plot (EMFILOAN$loan.status,EMFILOAN$Education,col=colors,main="loan status based on Educatio

n",xlab="loan status",ylab="education(Graguate,pri,High,No Edu)") 
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