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ABSTRACT

Sentiment analysis (SA) is an ongoing research field in the field of text mining. SA is the
calculation and processing of the opinions, emotions, and subjectivity of the text. The
comments given by viewers of the program reflect whether the program is positive (positive
increment) or negative (negative decrement) or neutral. SA can analyze a given text into
predefined categories based on emotional terms that appear in self-righteous documents, such
as positive, incremental positive, negative, reduced negative, or neutral. These opinions need

to be explored, analyzed, and organized in order to make better decisions.

Early related researchers did not fully consider sentiment analysis in Tigrigna which is very
important for identifying the polarity of emotions. They also did not consider the irony and
ladder of expressions. And they only considered positive and negative polarity, but it is
important to consider inverter words that change polarity. In this study, these gaps are

attempted using NLP technology.

The sentiment analysis system uses rule-based and dictionary-based methods to resolve
polarity. The questionnaire we used to do this study was to prepared and collect comments
from Facebook and the website. Audience/non-audience comments were collected from
website/Facebook pages, focus group discussions, and distribution of open-ended questioners.

The experiment uses 1633 (one thousand six hundred thirty-three) sentiment comments and
four target research fields. The average accuracy, precession, recall, and f-score are 0.84, 0.94,
0.84, and 0.87, respectively. The experimental results using the comment viewer show the
effectiveness of the system and the main limitation of this study was our inability to collect
sufficient data. Hence, further research needs to be done to prepare a standardized data set

that canusedable for experimentation and following the progress of the study.

Keywords: Polarity, Opinionated Documents, Sentiment Analysis, Focus group discussion,

NLP Technology; Rule-based Approach.
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CHAPTER ONE

INTRODUCTION
1.1 Background

The media landscape of the world and Ethiopia is constantly evolving, and new TV channels
and products are constantly being launched to attract available audiences [1]. This is gradually
shifting the media market of Ethiopia, where there are many opportunities for many people, to
the entire Ethiopian region, prompting media companies to become innovative enough to make
ends meet. This has led to many media companies’ layoffs to make ends meet [2]. However,
the reasons for the decline in viewing revenue have not been fully considered, because there
are few data insights in this area. In Ethiopia, the situation has become worse due to the
purchase of televisions and cable services that rarely use pay-TV to purchase information.

Therefore, it is difficult to detect any changes in audience perception and interest.

Although information technology is not new in the technical field, it has not been fully utilized
not only in Ethiopia but also in the world's media field, especially the television field [3]. In
the new era of the convergence of media and technology, understanding the audience’s views
on TV shows also helps to understand which marketing strategy to adopt [4]. This would secure
and perhaps enhance the marketing income generated by media houses. However, few
companies such as Netflix have made good use of artificial intelligence to determine which
shows are more popular than others, resulting in the success of huge shows such as the political

drama House of Cards [4].

Currently, Tigray TV has not deployed specific data-driven methods to make the above
decisions. Although cable television is not common, sentiment analysis using social media data
sets can still be used to obtain information about the viewer behavior of a particular TV show
or character. There are currently 311 thousand in Tigray as of 2021 (Tigray TV) [Tigrai TV -
YouTube]. There is a need to address the missing link in the audience behavior that is yet to be
captured. Thus, there are a few proofs of data being used to check audience perspectives

regarding a given TV show.

As pointed out in [3], Sentiment Analysis has many challenges to deal with. These challenges

include the following.


https://www.youtube.com/c/TigraiTv/videos
https://www.youtube.com/c/TigraiTv/videos

e Sarcasm Detection

In the sarcastic text, people express their negative sentiments using positive words. This fact
allows sarcasm to easily cheat sentiment analysis models unless they’re specifically designed

to take its possibility into account [6].

e Negation Detection

In linguistics, negation is a way of reversing the polarity of words, phrases, and even sentences.
Researchers use different linguistic rules to identify whether negation is occurring, but it’s also

important to determine the range of the words that are affected by negation words [6].

e Word Ambiguity

Word ambiguity is another pitfall you will face working on a sentiment analysis problem. The
problem of word ambiguity is the impossibility to define polarity in advance because the

polarity for some words is strongly dependent on the sentence context [6].

e Multipolarity

Sometimes, a given sentence or document or whatever unit of text we would like to analyze
will exhibit multipolarity. In these cases, having only the total result of the analysis can be
misleading, very much like how an average can sometimes hide valuable information about all

the numbers that went into it.

Some sentiment analysis models will assign a negative or a neutral polarity to this sentence.
To deal with such situations, a sentiment analysis model must assign a polarity to each aspect
in the sentence; here, “audio” is an aspect assigned a positive polarity, and “display” is a

separate aspect with a negative polarity [6].

1.2. Motivation

Sentiment analysis involves textbook analysis, and the process of natural languages to
determine and estimate the private information from source data. In real-world business
companies, governments, political movements, politicians and other associations post their
products, service, strategy, and other issues on social media platforms to get opinions and

feedback from consumers, the public, and citizens. Social media druggies can also express their



feeling, and station on the posted motifs through colorful natural languages. But, there are
challenges to analyse the sentiments which are written in the Tigrigna language on the posted
issues. To the stylish of our knowledge, there's no exploration done in Tigrigna sentiment
analysis on social media for the Tigrigna language. Due to the absence of Tigrigna sentiment
analysis on social media thousands of commentary, feedback, and opinions written in Tigrigna
textbooks cannot be anatomized. In addition, business companies, governments, and other

associations cannot know consumers, the public, and citizens’ opinions and feedback.

On their product, service, program, and strategies when the sentiment textbooks are written in
the Tigrigna language. This motivated us to develop a Tigrigna sentiment analysis system that
helps to dissect sentiment textbooks written in the Tigrigna language on social media platforms.

1.3 Statement of the Problem

The media industry is currently facing unprecedented challenges. The company is trying to
strike a balance between reducing costs and maximizing profits while keeping up with
technological changes [7]. To determine the performance and ratings of TV shows, media
companies found this to be a daunting task. The program manager of the Ethiopian
Broadcasting Group explained in an interview that the process of determining the popularity
of a particular TV program requires the use of focus groups selected by the selected research
institution [7]. First, the program group watches the selected TV program and then continues

to give the focus group a chance to do the same things.

These focus groups are selected based on the target audience. For example, if a TV show is
aimed at a young audience, a young focus group will be collected. Since the national media
does not have much influence on the quality of the focus groups provided, the results of the
group on the popularity of a particular program may be subject to subjectivity. Then, the same
focus group would receive a call after the episode to provide feedback on how the show was
performed. Another method used is the free SMS service, which can send feedback to the radio

station.

There are various media reports describing the turbulent times that Ethiopian media companies
are facing to continue to operate. In 2021, the Ethiopian Broadcasting Corporation announced
plans to lay off about 50 employees, which they called ‘a restructuring process [8]. This
notwithstanding, there is little use of big data insights about TV viewership within the media
house. Tapping into the distinct perceptivity given by artificial intelligence would guarantee
media houses make the right. These result in challenges in making the right business decisions.



In the case of TV, sentiment analysis has not been fully utilized to provide insight into audience
behavior. This leads to decisions made based on perception. However, this should not be the
case. With the competence to mine data from prismatic sources including social media at like
low costs, machine-learned algorithmic models can be designed to prognosticate spectators’

demeanor [8].

It is, therefore, the aim of this study to explore and apply sentiment analysis and the opportunity
for research to be done on sentiment analysis to determine the popularity of Tigray TV using a

rule-based approach.
1.4 Research Questions

This study attempts to address the problem by answering the following research questions:

I.  What are the problems encountered with the current methods used by Tigray TV in
gauging the popularity of a show?

Il.  Which algorithms are used in data mining and predicting the popularity of Tigray TV
shows?

1. How a predictive model is developed based on sentiment analysis on Social media?
1.5 Objective of the study
1.5.1 General Objective

The general objective of this research is to design a rule-based sentiment analysis on opinions
posted via social media that gauges the popularity of Tigray TV shows for effective

determination of data consequent through SA.

1.5.2 Specific Objectives

To achieve the general objective of this research, the following specific objectives are

formulated

I. To investigate and identify methods and algorithms associated with the current methods
used by media houses in gauging the popularity of a show.
ii. To collect users’ opinions on Tigray TV shows and prepare the dataset for
experimentation
iii. To design a rule-based sentiment analysis model.

iv. To test the performance of the proposed sentiment analysis.



1.6. Significance of the study

Sentiment analysis is an automated process of analyzing feelings (i.e. attitudes, emotions,
thoughts, opinions, etc.) by making use of Natural Language Processing NLP tools. Natural
Language Processing purposes to comprehend and create a characteristic language by utilizing
essential techniques and tools. Usually, other than distinguishing the feeling, a Sentiment
analyzer extracts the behaviors of articulation or expression. Accordingly, some benefits of
sentiment analysis of comments given on Tigray TV shows are the following.

Improve Customer Experience.

When your customers buy something, you need to keep them loyal to your brand for as long
as possible and become a communicator of your brand. Your customers can become your

micro-influencers.

Many factors can incredible customer service, such as on-time delivery, responsiveness to
online networks, and adequate compensation for any errors. Measuring sentiment analysis
online encourages you to avoid making your customers ignore and angry. For instance,

customers drop a brand or product only after one bad customer service experience [8].

Improve lead generation

One of the primary uses of sentiment analysis is the generation of leads. It's possible to produce
leads by modifying your marketing movements, perfecting your product quality, and having
great patron service. Happy & loyal customers, acting as your brand ambassadors, will

eventually bring you new customers [9].
Boosts sales revenue

The biggest advantage of doing sentiment analysis is to increase sales revenue. The result of
effective marketing is to increase sales revenue and improve customer service and quality. This
study is a reasonable and easy-to-use sentiment analysis software solution. It helps you to listen
to what customers say and use the information to direct your business choices. Your customers
are your bread and butter. Tuning in to everything they might do, and moving with them, can

be a distinct advantage for your bottom line [9].

Other people’s thoughts and feelings have always been important information for most of us

in the decision-making process [10]. A rudimental task in sentiment analysis is classifying the

5



opposition of a given textbook at the document, judgment, or quality/aspect standing whether
the expressed opinion in a document, a judgment, or something quality/aspect is positive or
negative. The meaning of this article is to use focus group discussions and open-ended
questioners to collect data about the show from the Tigray TV website to determine the positive
or negative polarity of a given text. And can automatically analyze the sentiment of a large

number of collected comments before making a decision.

Therefore, this research can help the Tigray TV broadcast corporation to improve its services
in the future. The results of the research can be used as an input to the development of a full-
fledged opinion mining system for Tigrigna languages. Another significance of the study is
that, and the output can be used as input data for recommender and opinion retrieval/search
systems. And the system can be used to answer people's opinions or feeling questions.
Generally, the significance of the study can be seen from the point of the society, the researcher,

and the owners of Tigray TV program Managers.

1.7. Methodology of the study

The purpose of the methodology is to state the choice of way of doing the disquisition. Research
methodology refers to the procedural steps used to solve a problem, and figure out issues such

as the methods of data collection, processing, and presentation [11].

1.7.1 Research Design

This study follows experimental research. This involves having a set of variables and
manipulating them while checking the results. The experimental results show that the accuracy
is satisfactory and prove that it is reasonable to calculate the polarity score by the proposed
method when the main factor is found to be the body structure. Although this work is based on
ontology, it relies on a dictionary of opinion terms to assign weights to sentiment terms. Feature

extraction requires ontology.
1.7.2 Data Collection and preparation

Data was collected from Tigray TV broadcast viewers who have given comments using the
data online from questionnaires related to TV shows. Some of the sources of the data include
Tigray TV Facebook, website, and blog. In addition distribution of open questionnaires was



done to have enough data for the experiment. After the data is collected, pre-processing tasks

were applied to clean and construct the final data set used for experimentation.

Data preparation tasks are usually performed multiple times depending on the quality and size
of the initial dataset. Mainly tasks such as normalization, tokenization, and stemming of the
data are performed to come up with the final appropriate dataset for the selected algorithms.
Nowadays there are only around a million viewers of Tigray television, due to getting
information from different social media and other methodologies, such as the website of
Tigray, Facebook, online forms, and questionnaire. The target groups from which comments
were collected are university students of Addis Ababa 6 kilo campus, Addis Ababa Gofa Sefer,
and Gofa Mebrat hail condominium areas and website/Facebook page. They are good for our
study or research because youth spent much time in the Tigray program. Especially, an open-
ended questionnaire was distributed among these people (viewers/non-viewers of the program)

and focusing group discussion has been done here in these areas. We are used to collecting

comments from the Tigray website page (http://www.tmma.gov.et) and Facebook by using
video screenshots.

1.7.3 Implementation tools
Different open-source tools and programming languages are used to implement the system
prototype. Python programming language is used primarily to implement the system because

of the following reasons:

e |t is suitable for natural language processing.
e Simple and powerful programming language with excellent features and extensive
libraries
e It contains a lot of packages that help us to do code re-usability
The sentiment analysis system is developed and tested on Lenovo laptop computer:

e Laptop computer with windows 10 ultimate operating system, Intel Core i7 with 2.4
GHz processor speed, 8.0GB RAM, and 1 TB hard disk capacity

e Added software components used to develop and test our system are NLTK,
Notepad++, and PyMySQL.

Python is a simple yet powerful programming language with exceptional functionality for
processing linguistic data [12]. It is highly readable, allows data and methods to encapsulate,

and contains an extensive library including components for graphical programming, numerical
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programming, and web connectivity. For this work, version 3.6 of the python 64-bits is used.
It is used to develop the prototype of the sentiment analysis system. NLTK is a natural language
processing toolkit that can be used to build NLP programs in python. It is an open-source toolkit
that contains an open-source python module, linguistic data, and documentation for research
and development in the natural language processing field [12]. It provides a basic class for
representing data relevant to NLP, and a standard interface for performing tasks such as text
classification, part-of-speech tagging, and syntactic parsing. In this work, NLTK is used for

sentence and word tokenization to split the input sentiment sentences into lists of words.

Notepad++ is a free source code editor and the replacement for Notepad which supports several
languages. In this work, we used the Notepad++ version of 7.6.1 with 64-bits which is used to

build and edit the lexicons.

PyMySQL is the package that contains pure Python on the MySQL client library and is used
to connect and access MySQL databases.

1.7.4. Evaluation methods

The experiment is done to measure the overall performance of the developed sentiment analysis
system. In this research work, a total of 1633 (One thousand six hundred thirty-three) sentiment
sentences were used to test the accuracy of the system. The following exists as of evaluation

of sentiment analysis using a sentiment dictionary.

» A Survey of Sentiment Analysis describes sentiment analysis research work from basic
to the most advanced methods [12]. It interprets research based on recent research, that
is, the technology of finding, extracting, organizing, and integrating evaluation
information from text. That paper discussed methods of using vocabulary networks,
methods of using co-occurrence information, and methods of using surrounding context
information.

« There is a paper on the development and evaluation of an emotional search system,
which uses susceptible words as search input for search [14]. This is to improve the
recall rate and accuracy rate by correcting the vicinity of the correct feature quantity
distribution.

« There is also a report on extracting reputation and evaluation expressions from the Web
[15]. It proposes a method of statistically extracting evaluation expressions from the

corpus, using pre-collected positive and negative reputations as the corpus.



1.8. Scope and Limitation of the study

This work deals with Tigrigna sentiment analysis on Tigray TV show. This research work only
considers that the input sentiment text is grammatically correct, analyzes and classifies
sentiment text written in the Tigrigna language, and only focuses on sentiment analysis at the
sentence level. Therefore, grammatically incorrect text, slang, and emotions expressed through
images/pictures, audio, video, and other emotional symbols are not the focus of this research.

In addition, words or texts that have indirect or hidden meanings such as an idiom/N&sHHZN
/ and ambiguous words are not incorporated in this research work and many other factors affect

the popularity of a show such as the characters or any other external factors that could have an

impact on the views. The analysis will also limit to comments given only Tigrigna language.

Many different methods have been used to try to solve the sentiment classification problem.
One of the most widely used methods involves classifying a single word or phrase with
sentiment and then calculating an overall sentiment rating for a target document using some
weighting [16]. Though there are different techniques applied for sentiment analysis (see
section 2.), in this study an attempt is made to use the natural language processing technology
for Tigrigna sentiment analysis to distribute the polarity of comments given by viewers of

Tigrigna TV shows.

1.8. Thesis Organization

The remaining part of this thesis is organized as follows. Chapter Two presents the review of
related literature which includes: sentiment analysis, approaches to sentiment analysis, and the
linguistic behaviors of English, Amharic, and Tigrigna languages. Chapter three presents
related works done on monolingual and multilingual sentiment analysis systems and related
areas. The Fourth Chapter deals with the data preparation design of the rule-based approaches
which are rule-based the dictionary-based approaches to identify the given comment as either
positive or negative or neutral on social media. The Fifth Chapter presents the experimental
results of the sentiment analysis system. Finally, the conclusion, recommendation, and future

works are presented in Chapter Six.



CHAPTER TWO
LITERATURE REVIEW

2.1 Overview

The purpose of this chapter is to review relevant literature and studies carried out in studying
TV audience behavior using opinion mining and sentiment analysis. The various approaches
taken in different scenarios to determine popularity using sentiment analysis are reviewed in

this chapter, as well as the different approaches and algorithms used in classifying text.

2.2. Introducing sentiment analysis

Sentiment analysis (SA), also known as opinion mining, has attracted increasing
interest. It is a hard and challenging task for language technologies, and achieving good results
is much more difficult than some people think. The task of automatically classifying a text
written in a natural language into a positive or negative feeling, opinion, or subjectivity [9] is
sometimes so complicated those even different human annotators disagree on the classification
to be assigned to a given text. Personal interpretation by an individual is different from others,
and this is also affected by cultural factors and each person's experience. And the shorter the
text and the worse written, the more difficult the task becomes, as in the case of messages on

social networks like Twitter or Facebook [17].

Sentiment analysis is becoming a popular area of research and social media analysis, especially
around user reviews and Tweets. It is a special case of text mining generally focused on
identifying opinion polarity, and while it's often not very accurate, it can still be useful.
Sentiment Analysis is one of the interesting applications of text analytics. Although the term is
often associated with sentiment classification of documents, generally speaking, it refers to the
use of text analytics approaches applied to the set of problems related to identifying and
extracting subjective material in text sources [18]. It is concerned with the identification of
opinions in a text and their classification as positive, negative, and neutral. Sentiment analysis
refers to a broad area of natural language processing, computational linguistics and text mining
that aims to determine the attitude of a speaker or writer concerning some topic Wondwossen
Mulugeta [19] defined sentiment mining as a recent disciple at the crossroads of information
retrieval, text mining and computational linguistics which tries to detect the opinions expressed
in the natural language texts. Sentiment mining is a complex field as it involves the processing

and interpretation of natural language. Hence, it must deal with natural language’s inherently
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ambiguous natures, the importance of context, and other complications that do not lend

themselves to automation [9].

As noted by X Cheng [17], the main activities needed for building a sentiment mining system

are the following:

e Development of linguistic resources e.g. build a lexicon of subjective terms.

e classification of text (entire documents, sentences) based on their content (e.g.
classifying a news article either as positive or negative about the subject),

e extraction of opinion expression from text, including relations with the rest of content
(e.g. recognizing an opinion, which is expressing it, who/what is the target of the
opinion)

e Mining tools and visualization tools to extract meaningful information from the mined

articles based on the sentiment tags.

2.3 Steps in sentiment analysis

Sentiment Analysis is the process of determining whether a piece of writing (product/movie
review, social media, etc) is positive, negative, or neutral [20]. It can be used to identify the
customer, or follower’s attitude towards a brand through the use of variables such as situation,
tone, emotion, etc. Marketers can use sentiment analysis to research the public view of their
company and products or to analyze customer satisfaction. Organizations can also use this

analysis to gather serious responses about problems in newly released products.

Sentiment analysis, not only benefits companies, understand how they’re doing with their
customers, but it also gives them a better picture of how they stack up against their competitors.
For example, one may ask, if the company has 20% negative sentiment, is that bad? It depends.
If the participants have a roughly 50% positive and 10% negative sentiment, while the company
is 20% negative, that merits more discovery to understand the drivers of these opinions.
Knowing the sentiments associated with competitors helps companies evaluate their

performance and search for ways to improve [21].

How to Perform Sentiment Analysis?

Several tools provide automated sentiment analysis results. Regardless of what tool you use for

sentiment analysis, these steps are the following [22].
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Step 1: Data collection:

The first step of sentiment analysis involves collecting data from user-generated content

contained in blogs, forums, and social networks.

These data are disorganized and expressed in different ways through the use of different
vocabulary, slang, writing context, etc. Manual analysis is almost impossible. Therefore, text

analysis and natural language processing are used for extraction and classification.
Step 2: Text preparation:

The main concern of text preparation is in cleaning the extracted data before analysis. No writ
continents and contents that are irrelevant for the analysis are identified and eliminated; The
“Subject” and “Body” are the columns that I will apply text pre-processing procedures. | pre-
processed the news articles following the standard text mining procedures to extract useful
features from the news contents, including tokenization, removing stop-words and

lemmatization.
Tokenization

The first step of pre-processing text data is to break each sentence into individual words is
called tokenization. Using a single word instead of a sentence will break the connection
between the words. However, it is a common method for analyzing large amounts of text data.
It is efficient and convenient for a computer to analyze text data by checking which words
appear in the article and the number of times these words appear, and it is sufficient to give
insightful results.

After tokenization, each news article will be converted into a list of words, symbols, numbers,
and punctuation. You can also specify whether to convert every word to lowercase. The next
step is to delete useless information. For example, symbols, digits, and punctuations. We will

use spacy combined with remex to remove them.
Stop words

After some transformation, the news article is much cleaner, but we still see some words we

do not wish, for example, “®2”, “I1h9”, etc. The next step is to remove the useless words,
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namely, the stop words. Stop words are words that frequently appear in many articles, but
without significant meanings. Examples of stop words are "A7", "9£" and "9%". These are the

words that the deleted words will not interfere with the understanding of the article.
Lemmatization

Remove stop words and symbols, numbers, and punctuation, and each news article will be
converted into a series of meaningful words. However, to count the number of occurrences of
each word, it is necessary to remove the grammatical tense and convert each word to its original

form.

Lemmatization is taking a word into its original lemma, and stemming is taking the linguistic

root of a word.
Step 3: Sentiment detection:

Extracted sentences of the reviews and opinions are examined. Sentences with subjective
expressions (opinions, beliefs, and views) are retained, and sentences with objective

communication (facts, factual information) are discarded;
Step 4: Sentiment classification:

In this step, subjective sentences are classified into positive, negative, good, bad; like, and

dislike, but classification can be made by using multiple points;
Step 5: Presentation of output:

The main goal of sentiment analysis is to convert unstructured text into meaningful
information. After the analysis is complete, the test results are displayed on graphics such as
pie charts, bar charts, and line charts. You can also analyze time and display it graphically,
constructing an emotional timeline with selected values (frequency, percentage, and average)

over time.

2.4 Sentiment Analysis and Classification Techniques
Classification is used to assign a sentiment sentence into a particular category (also referred as

a class) or categories based on their sentiment polarities. A sentiment analysis system can
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classify sentiments in the sentence using different approaches. This Section discusses the

sentiment analysis and classification techniques.

2.4.1 Lexicon-Based Approach

The lexicon-based approach involves calculating the sentiment polarity of a sentence from the
semantic orientation of words or phrases in the sentence and uses the sentiment of lexicons as
a collection of known and precompiled sentiment terms with their polarity values [23, 24]. The
system classifies the sentiments into specific categories of sentiment classes which are positive,
negative, or neutral based on the positive or negative sentiment terms that occurred in the
sentence. This can be done using rule-based classifier methods, and if there are positive words
only or more positive words than negative words in the sentence, the semantic orientation of
the sentence is classified as positive. If there are negative words only or more negative words
than positive words in the sentence, the semantic orientation is classified as negative. If there
are equal numbers of positive and negative sentiment terms or there are no sentiment terms in
the sentence, the semantic orientation of the sentence will be neutral and categorized in the
neutral class. In this approach, overstatement and understatement words are considered (i.e.,
overstatement words increase the semantic orientations and understatement decreases the

semantic orientations of the sentiment words in the sentence).

2.4.2 Machine Learning Approach

Machine learning is the sub-field of computer science that gives a computer to learn without
being explicitly programmed [25]. The machine learning approach performs sentiment
classifications based on training algorithms, the classification is on a set of selected features
for a specific mission and tests on other sets whether it can detect the right feature and give the
right classifications. In sentiment classification, the machine learning algorithm uses
supervised and unsupervised sentiment classification models. The supervised sentiment
classification model uses a large number of labeled training datasets, while the unsupervised
sentiment classification model uses it when it is difficult to find the labeled training datasets.
A supervised sentiment classification model can classify sentiment sentences based on the
algorithms like Naive Bayes, Maximum Entropy, and SVM classifiers [26].

Naive Bayes classifier is a simple probabilistic model-based the on Bayes theorem [27] along
with a strong independence assumption. It computes the posterior probability of class based on
the distribution of words in the document. It uses Bayes* theorem to predict the probability that

a given feature set belongs to a particular label.
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P(B|A) x P(A)
P(B)

P(A|B) =

Where, p(label) is the prior probability of a label or the likelihood that a random feature set the
label, p(features | label) is the prior probability that a given feature set is being classified as a

label p(features) is the prior probability that a given feature set occurs.

Maximum Entropy classifier is a probabilistic classifier that belongs to the class of exponential
models. The models that fit the training examples are computed, where each feature
corresponds to a constraint on the model. The model with the maximum entropy over all
models that satisfies these constraints is selected for classification. Maximizing the entropy
ensures that no biases in the classification system [28].

SVM classifier performs by constructing a hyperplane with maximal Euclidean distance to the
closest training examples. This can be seen as the distance between the separating hyperplane
and two parallel hyperplanes at each side, representing the boundary of the examples of one
class in the feature space. It is assumed that the best generation of the classifier is obtained
when the distance is maximal. If the data is linearly not separable, a hyperplane will be chosen
that splits the data with the least error possible. SVM vyields the best accuracy in sentiment
classification [27].

2.4.3 Hybrid Approach

Both lexicon-based and machine learning-based approaches are combined to benefit from their
synergy effect that rises to a hybrid approach. Researchers have proved that this combination
gives improved performance in sentiment classification [24]. In the hybrid approach, sentiment
lexicons are used as seed resources to detect sentiment polarities and the results from the
lexicon-based method are used to train machine learning algorithms. Then, sentiment sentences
are analyzed using machine learning classifiers based on the knowledge acquired from the

training and the lexicon resources.

2.5 Sentiment Lexicon Generation

Words or phrases that convey positive or negative sentiments are vital for sentiment analysis
and classification systems. Positive sentiment words are used to express some desired states or
qualities while negative words are used to express some undesired states or qualities. Table 2-

1 shows an example of sentiment wordlists.
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Table 1 Sentiment Wordlists

Language Positive sentiment words Negative sentiment words
Tigrigna &M+%/Sbug hTP/HmaQ
ANg™/lebam Y0N/hasas
M™hA/weHale NAC/bsero

Overall, positive and negative sentiment words are called sentiment lexicons. The sentiment
lexicons can be generated using three different approaches [9]: manual approach, dictionary-
based approach, and corpus-based approach.

i. Manual approach involves generating sentiment-bearing word lists manually from various
resources and labeling their sentiment polarities (i.e., positive or negative) and strength of
polarity values. This approach is effective for resource-poor languages and provides the best

performance for sentiment analysis systems under specific domains.

ii. Dictionary-based approach involves using a dictionary that contains synonyms and
antonyms of words. In this method, it uses a few seeds of sentiment words to bootstrap based
on the synonym and antonym structure of the dictionary. Specifically, this method works as
first a small set of sentiment words (seeds) with known positive and negative semantic
orientation is collected manually, then the algorithm grows this set of words by searching in
WordNet [25], thesaurus [26,29], and other online available dictionaries for their synonyms
and antonyms. The seed lists will be added with the newly found words. The process iteratively
keeps on adding the words until no more new words are found. At last manual inspection is

used to remove errors in the lists.

iii. Corpus-based approach helps to solve the problem of finding sentiment words with
context-specific orientations. This method depends on syntactic patterns or patterns that occur
together along with a seed list of sentiment words to find other sentiment words in a large
corpus. The corpus-based approach can be performed using the statistical method and sematic
method [28].

Statistical method: this method helps to find the co-occurrence pattern or seed sentiment words
using statistical techniques. The polarity of the word is determined based on the occurrence
frequency of the word in the large annotated corpus of texts. If the word occurs more frequently
among positive texts, then its polarity is positive. If the word occurs frequently among negative
texts, then its polarity is negative. But, if it has an equal occurrence frequency, then it is a

neutral word. If two words appear together frequently within the same context, then there is a
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high probability that they have the same polarity. In this case, the polarity of an unknown word
can be determined by calculating the relative frequencies of co-occurrence with other words.
This can be done using PMI [30], the semantic orientation of a given phrase is calculated by
comparing its similarity to a positive word (“excellent”) and its similarity negative word
(“poor™).

Semantic method: this technique gives sentiment values directly and uses different principles
to compute the similarities between words. In this case, the principle gives similar sentiment
values to semantically close words. These semantically close words can be obtained by getting
the list of sentiment words and iteratively expanding the initial set with synonyms and
antonyms and then determining the sentiment polarity for unknown words by the relative count

of positive and negative synonyms of the word [31].

2.6. The State of the Media in Ethiopia

The media industry in Ethiopia is a thriving market, In the TV station field, Citizen TV leads
with the 3% share of viewers in Tigray. Other stations are KANA TV (34 percent), EBC1 News
(18 percent) and EBS TV (16 percent) closing the top four watched TV stations in Ethiopia
(Kantar-Geopoll Media Measurement for Ethiopia March 2020). A 2020 report by GeoPoll.

The State of the Media in Kenya

To get an aggregate image of the state of the media in Kenya, thorough research employing
both qualitative and quantitative research methods was conducted. Over three months, we
talked to audiences across the country, and media personnel from different entities, reviewed
documents, and utilized online sources. On the whole, the state of the media in Kenya is
worrying. Legacy media have lost their sting and social media, which is on the ascendency, is
a jungle requiring to be tamed. The COVID-19 pandemic has complicated hitherto existent
economic challenges exacerbated by a continuous brain drain. This has weakened the media
undermining trust in it and making it all but impossible to fully meet the information needs of
Kenyans. But hope still abounds as the Kenyan media is resilient. The presence of international
media supports organizations in the country could be exploited to address the critical skills,
resources, and policy gaps that need to be plugged in for the media to thrive. This is of
paramount necessity as the country gears itself for both possibly a referendum and a general

election in short order. Price Water house Coopers (PwC PwC) places the Box entertainment
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and media demand at USD 865 million. It had also been estimated that the expenditure would
cross USD 3 billion by 2021 (PwC, 2013) [32].

2.7. Tigrigna language

Tigrigna is a Semitic language family related to Amharic and Arabic that is primarily spoken
in Ethiopia’s Tigray region and central and southern Eritrea. In Ethiopia’s Tigray region, it is
the official language and medium of instruction for primary schools. This language was derived
from the Geez language, which first appeared in writing in the 13" century [33]. It is written
with a variation of Geez (Ethiopic) scripts. Tigrigna alphabets, like Amharic alphabets, are
written in a tabular fashion with seven columns from left to right, with the first column

representing the base letter and the remaining columns representing their derived vocal sounds.

Tigrigna, like Ambharic, has a morphologically rich language, as both are Semitic languages
that descended from Geez [33]. In Tigrigna, the root of verbs and most nouns are characterized
by a series of consonants known as root/radicals, similar to Amharic. By concatenating vowels
and non-root consonants that go with a specific morphological category around the root
consonants, roots are employed to generate additional genuine words. Tigrigna creates
inflectional and derivational morphemes using various affixes for non-concatenating

morphological properties.

Tigrigna, like Amharic, is a highly inflectional language, with the given root of the Tigrigna
word appearing in various forms. Nouns, adjectives, and verbs are the highly inflected Tigrigna

word classes, and they are explored as follows.

Nouns: Number, gender, person, definiteness, and cases are all inflected into Tigrigna nouns,

resulting in an inflected word containing affixes.

Adjectives: The inflected word with affixes to the specified adjectives is the result of marking

Tigrigna adjectives for number, gender, person, and degree. Adjectives can be inflected by
adding affixes like -k/, -F/t, -t/ti, -A+9°/atom, -AR/ awi, -AT/at, -AnR T/ awit, A/k-, H/z- etc.

Table 4 shows the inflected Tigrigna adjective words.
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Table 2 Tigrigna Inflection of Adjectives

Male Female | Plural form Comparative degree | Superlative degree
0N 091Nt 0FNT 207N HTY7N

$Lh ¢Ph ¢Pht 2$Lh HeLrh

PMy M7 M7t LT HPM7

B8AI® BAg® ATt 2649° HOAD®

(HE AL 4t 2L HZ18

Verbs: Tigrigna verbs are inflected for any combination of person, gender, number, case, tense,
aspect, and mood [33]. Matching as perfective, imperfective, gerundive, jussive and imperative
by employing affixes. Number, gender, person, tense, mood, and aspects are inflected into
Tigrigna verbs, resulting in an inflected word with affixes to the verb stem. Perfective verbs

have morphological variety due to suffixes such as k/’a, At/ at, n/ku, 5/na, A¥92/’atom,
At7/° aten and A/’a that indicates for the person, gender and numbers to the perfect verb stem.

For instance, $¢6, $£6%F, $/6Tr, $L85, $49%9°, 467 and $/9 (koretsa, koretset,
koretsiku, koritsatom, koritsen and koretsa). This perfect verb is formed from the stem verb
&/0/koretse which means to break®. Imperfective verbs are also formed by adding affixes on

the verb stem and markers for gender, person and number.

For example,t®C6, N®CH, N®CY, h®C6, HL L6, H&LOT, H&LET, £&CE-, &I (tikorts,
kikorts, kikortsa ,kikortsu , zeykortsu, zeykoretset, zeykoretsina, ykortsu ykorts), in this

example, the stem verb &C6/koretsewhich means ‘let’s break’ uses both prefix and suffixes,
the morphemes that attach in the stem verb such as */t, fi/k, H/z, and £/y are prefixes and &/a,

A le,, ht/et, AG/ena and A/u are suffixes.

The gerundive verb from inflected by adding suffixes at the end of the gerundive verb to

indicate person, gender, and number. For example, NZA.,, héhh, NéhT, Neh, NehT,
AR, NehhT, NdATR and NEA.T (seriHa, seriHXa, seriHXi, seriHu, seriHna, seriHXum,

seriHXn, seriHom, seriHan), from this example, the stem verb NZA/seriH varies its

morphology and generate various verbs that markers of the person, gender and number. The
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suffixes h/’a, N/Xa, Tw/Xi, k/’u, §/na, Tr92/Xum, H3/Xn, 9°/m and 7/n attached with the

inflected stem verb.

Jussive verbs, also known as mood verbs, convey a command for the first and third persons,

whereas imperative verbs express the second person in singular and plural forms.

Tigrigna words are derived from other Tigrigna word classes in a significant way. Nouns,

adjectives, and verbs are some of the Tigrigna word classes with a lot of derivation.

Nouns: Tigrigna nouns are derived from other word classes by adding affixes and using

compound words [32]. In the case of compound words, the new noun is constructed from two

separate words. Example N.% and +92UC;, Nt and NA0- provided Nt+92UC+ which means
school and N+ A0 which means restaurant or nouns constructed by adding affixes like -7+

and -&. Example, A + -1 gives N1+, 44C + -& generates %.4-C4". In addition, nouns can

be derived from verbs and adjectives.

Adjectives: similar to nouns, Tigrigna adjectives can be derived from nouns, verbs, and

adjectives themselves [32]. Adding morphemes like -A®/’awi, -®/wi, -A9"/’am, and -3-£/tay
to nouns such as: A% P/’ityoPya, Y1C/hager, 17C/neger and a®$+F/meQele that generates
the following new adjectives: A0 & PP/ ityoPyawi, Y74®/hagerawi, 1914-9°/negram and
adP+2/meQeletay respectively. Similarly, it can be constructed from the root verbs. For

instance, the root verb TrMC by infixing the vowel -k-, generates the adjective TrMC.

Verbs: unlike nouns and adjectives, Tigrigna verbs can be derived only from verbal roots and
stems [33].

For example, $-N-C, ®ANAC which provides $NC, and it can also be constructed from verbal

stems by adding affixes like + and A to the stem verb.

2.8. Challenges of the language in sentiment analysis

Sentiment analysis has gone a hot motif in the scientific sector. The adulthood of sentiment
analysis exploration and methodologies are concentrated in the English manual. As a result,

there are apparent restrictions on the researchers that are interested in sentiment analysis for
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the Tigrigna language [33]. Furthermore, the majority of researchers concentrate on the formal
Tigrigna language [33]. Because the majority of users on social media use informal Tigrigna,
sentiment research becomes more difficult. This encourages us to investigate the difficulties in
English and the sentiment for informal Tigrigna language, such as the many Tigrigna dialects.

Examples Tigraway, Agame, Tselimat zemen, harif, miwiziwaz, Hiray, eshi, chele, etc.

2.8.1 Challenges in sentiment analysis

When it comes to sentiment analysis challenges, there are quite a few things that companies
struggle with to obtain sentiment analysis accuracy. Sentiment or emotion analysis can be
difficult in natural language processing simply because machines have to be trained to analyze
and understand emotions as a human brain does. This is in addition to understanding the
nuances of different languages. As data science continues to evolve, sentiment analysis
software can tackle these issues better. Here are the main roadblocks in analyzing sentiment
[34].

1. Tone

Tone can be difficult to interpret verbally, and even more difficult to figure out in the written
word. Things get even more complicated when one tries to analyze a massive volume of data
that can contain both subjective and objective responses. Brands can face difficulties in finding

subjective sentiments and properly analyzing them for their intended tone [34].
2. Polarity

Words such as “love” and “hate” are high on positive (+1) and negative (-1) scores in polarity.
These are easy to understand. But there are in-between conjugations of words such as “not so
bad” that can mean “average” and hence lie in mid-polarity (-75). Sometimes phrases like these

get left out, which dilutes the sentiment score [34].
3. Sarcasm

People use irony and sarcasm in casual conversations and memes on social media. The act of
expressing negative sentiment using backhanded compliments can make it difficult for
sentiment analysis tools to detect the true context of what the response is implying often

resulting in a higher volume of “positive” feedback than is actually [34].
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4. Emojis

The problem with social media content that is text-based, like Twitter, is that they are inundated
with emojis. NLP tasks are trained to be language-specific. While they can extract text from
even images, emojis are a language in themselves. Most emotion analysis solutions treat emojis
like special characters that are removed from the data during the process of text mining. But
doing so means that companies will not receive holistic insights from the data [34].

5. Idioms

Machine learning programs don’t necessarily understand a figure of speech. For example, an
idiom like “not my cup of tea” will boggle the algorithm because it understands things in the
literal sense. Hence, when an idiom is used in a comment or a review, the sentence can be
misconstrued by the algorithm or even ignored. To overcome this problem a sentiment analysis
platform needs to be trained in understanding idioms. When it comes to multiple languages,

this problem becomes manifold [34].
6. Negations

Negations, given by words such as not, never, cannot, were not, etc. can confuse the ML model.
For example, a machine algorithm needs to understand that a phrase that says, “I cannot go to

my class reunion”, means that the person intends to go to the class reunion [34].
7. Comparative sentences

Comparative sentences can be tricky because they may not always give an opinion. Much of it
has to be deduced. For example, when somebody writes, “the Galaxy S20 is larger than the
Apple iphonel2,” the sentence does not mention any negative or positive emotion but rather

states a relative ordering in terms of the size of the two phones[34].
8. Employee bias

Employee feedback is valuable when it comes to shaping company culture, improving sales
tactics, and reducing employee turnover. Many companies, though, find themselves struggling
to parse information because of biases. These can be either from the employee, or from the

perspective of the surveyor who may not take the responses of an ex-employee seriously [34].
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9. Multilingual data

All the problems listed above get compounded when a mix of languages is thrown in. Each
language needs a unique part-of-speech tagger, lemmatize, and grammatical constructs to
understand negations. Because each language is unique, it cannot be translated into a base
language like say, English, to extract insights. A simple example is if an idiom “like a fish takes

to water” is translated into say, German, the idiom would have lost its meaning [34].
10. Audio-visual data

Videos are not the same as text data. The challenge is not only that videos need to be transcribed
but that they may have captions that need to be analyzed for brand logos. Social media videos

also come with comments in addition to the video data [34].

2.8.2 Challenges of the language for sentiment analysis

Lexical Sparsity

Sparsity is the lexical magnitude of words in a language, the higher the number of forms

affecting the words of a language, the higher the sparsity that language has:

In English, the inflectional forms enjoyed, enjoying, and the derivational form enjoyable can
easily be mapped with the positive sentiment word enjoy. As for morphologically rich
languages, inflection is not limited to tenses and numbers but spans subjects, objects, pronouns,
clitics, and gender as well. A simple example is aword love &%¢ in Tigrigna; it can be inflected

as l-love-you (masculine) P&&»ZNAP I-love-you (feminine) P&®ZN AP, I-love-you (plural)
P& P9 we-loved-them &P N-92APwe-will-love-you (plural) 1&3ZM+92A.S reaching over

100 inflections on this front. On another front, the vocabulary derived from a word consists of

prefixes, infixes, suffixes, and diacritics.

The lexical sparsity of a morphologically rich language becomes very large if there is no
consistent orthography, where each form of a word may be spelled differently. Inconsistent
orthography is common for languages that are solely spoken, such that if transcribed there is
no standard spelling to follow, as a result, each individual expresses their tongue in-text

differently.
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2.9. Related works

Xiaoying Xu et al [35] proposed the principles and guidelines for manually creating a large
Chinese sentiment dictionary for opinion mining. Two experiments were conducted in their
work: The first experiment was to study the reliability of manual subjective labeling of terms.
The second experiment is to observe the effectiveness of dictionaries in judging subjective
sentence polarity. This paper shows that for the establishment of the first large-scale artificially
annotated Chinese sentiment dictionary, the consistency of different annotators and the
reliability of the sentence polarity judgment system are key issues. Therefore, annotation
principles and guidelines need to be established. The author establishes the subjectivity and
polarity English principle of terms: terms are guided by opinion mining, the lexicon constructed
is only used for opinion mining subjective sentences, and words express polarity in subjective
sentences. Need to have a clear emotional word annotation guide and qualified annotators to
achieve the principles of building a dictionary. During the trailing push and wordbook
structure, the main resource used was HowNet [20]. HowNet is an online common-sense
knowledge base that reveals the connotation of the relationship between concepts and the
relationship between attributes in Chinese and English equivalent word dictionaries. According
to their analysis, they answered the question “What kind of words can be selected in the
dictionary?” If a term has a subjective meaning in conceptual meaning or emotional meaning
overtones, it can indicate the polarity in a subjective sentence, it must be selected in our

dictionary.

The experimental results of the first experiment show that although the polarity of words is
common in Chinese, the polarity of word meanings can be reliably marked, and due to its large
scale, it can be a very useful basic resource for opinion mining and other aspects. Related areas.
To evaluate dTo in practical applications (the second experiment), they built a simple sentence
emotion recognition system, which includes text pre-processing, polar word detection and
weight assignment, link construction, and polarity propagation. Text pre-processing is used to
segment words and tag POS. In the polarity word detection, every polarity word is checked
whether it is a polarity word defined in the sentiment lexicon and get the corresponding
sentiment polarity if found. Every polarity word and modifier word gets the initial weight
defined in the sentiment lexicon. If the polarity word is linked to a modifier word, the polarity

value should be multiplied by a coefficient in the polarity propagation step. The results of the
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second experiment show that using the sentiment lexicon can achieve an accuracy of more than
70%.

Sigrid Maurel et al [21] use a combination method (combination of symbols and statistics) to
classify opinion texts in French. The symbolic method includes a system for extracting
information suitable for the corpus based on the rules of syntactic and semantic English. This
method English the text sentence by sentence and extracts relationships that convey emotions.
Statistical methods are based on machine learning techniques. It processes the text in one step
and assigns a global opinion to the entire text at the end. The hybrid approach is used in their
work to increase the quality of the results. As they indicated the experimental results show that
a combination of statistical and symbolic (hybrid) approaches gives more accurate results than
either method used separately. In the ground of NLP Sentiment analysis, as we give clarity
about this field is the one and the most widely held research areas. Many researchers were
ducted in the area of SA. Most research on sentiment analysis is focused on the English
language as we indicated in the portion of related works above. Few Related research is done
on Amharic languages.

The earlier related researcher did not enough consider the problem of sentiment analysis in
Tigrigna which is very important to identify the polarity of the sentiment. And did not consider
the irony and stairs of expressions and also they only considered positive and negative
polarities but important to consider the inverter words that will change the polarity. In our
paper, the gaps are held by using NLP Tec the sentiment analysis system was applied to solve
the polarity by using the Rule-based and Dictionary approach. The comments were collected
from the viewers/non-viewers from the website/Facebook page, focusing on group discussion,
and distributing an open-ended questionnaire. The experiments are conducted using 1633(One
thousand six hundred thirty-three) sentiment comments with four target research areas. The
average Accuracy, Precession, Recall, and f-score respectably are 0.85, 0.93, 0.86, and 0.87.

Experimental results using viewers of comments shows the effectiveness of the system.

2.9.1: Foreign works

In Japan, TV ratings are provided by Video Research Ltd, an agency that specializes in TV
ratings, which started audience measurement in 1962[36]. Proposed the use of various concepts
of multimedia to identify how viewers relate to the video and speech content of a given TV

show. The TV ratings were acquired from Video Research, an agency that specializes in TV
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ratings. By using systematic random sampling, a total of 6,600 households were surveyed in
Kanto, Kansai, and Nagoya, Japan. The situations were hung on samples from the homes
handpicked. Using this data, they can detect an audience’s behavior with its TV sets through
what they refer to as the ‘Boundary of a TV show.” This refers to a user tuning into a station at
the start and off at the end. Another factor considered is what the researchers termed
‘Transition.” This refers to the act of switching from one channel to another perhaps due to a

lack of interest. The model used is shown below.

Y A | ¥ ST W
Change-point Change-point 2 Filtering, . o
detection | description " Aggregation |~ Visualization
$ J

interactive feedback
Figure 1 Using Multimedia Contents [37]

As illustrated above, the rating data would provide data on the point in a show in which viewers
change their tuning to another show. Then, other insightful data would be collected from
multimedia elements such as video and captions. The final product would be aggregated to

provide a visualization which can be analysed.

The Nielsen Company provides TV companies with insights into how the audience perceives
the TV programmes. A set of households are provided with a diary and urged to record their
viewing habits for a given period. Once the insights are picked, a programme is allocated a
share of the audience. Thus, for instance, if 10 percent of the households said they watch
Programme X, then a conclusion is made that the programme’s household rating is 10 percent.
The analysis only makes use of households, not head counts. Thus, the analysis provides an

aggregate figure, thus implying that the share would be higher than the rating [36].

2.9.2. Local related works

Selama [38] has evolved a sentiment mining version for opinionated Amharic texts. In this
study, to decide the sentiment of reviews, the writer used period counting techniques. Based

on this technique, it counts the range of sentiment phrases inside the sentence via the way of
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means of checking every phrase inside the organized lexicon, if the phrase seems with inside
the lexicon, it took into consideration because the phrase is a sentiment phrase and assigns
polarity weight values automatically, while it took into consideration as a non-sentiment
phrase. The writer evolved popular and precise Amharic sentiment lexicons which encompass
sentiment phrases and contextual valence shifter phrases. Sentiment terms were tagged as “+*
and “-*“ in the lexicon, which is “+* for positive and default values assigned +2 and “-* for
negative and default values assigned -2. But, the very last polarity weight cost changed into
calculated via the way of means of thinking about the outcomes of context valance shifters like
diminished, intensifier, and negation phrases across the sentiment phrases inside the sentence,
and sooner or later English the sentiment sentence into high-quality, bad and impartial
instructions primarily based totally on polarity weight values. For the reason of the experiment,
the researcher gathered 303 evaluated sentences from distinct domain names and 955 opinion
phrases: 411 high-quality and 544 bad phrases. However, the organized opinion phrases are

not enough, and inflected Amharic sentiment phrases are not treated in this study work.

Tulu [39] advanced characteristic degree opinion mining version for Amharic texts. The goal
of the takes a look at changes to decide an opinion on the capabilities of the domains. In this
take a look, the writer first extracted capabilities of the area after which decided the evaluations
inside the extracted capabilities through using a few rules. An opinion phrase inside the
sentence changed into detected from Amharic popular reason opinion phrase lexicons that
include a complete of 1001 sentiment phrases that are 578 bad and 423 wonderful phrases. The
creator accumulated 484 Ambharic opinions manually from hotels, universities, and hospitals
for experimental activities. The effectiveness of the device changed to evaluating the use of
precision, do not forget, and F-degree metrics via special experiments. From test one, the writer
was given the result of a median precision of 95.2%, a median does not forget of 26.1% for
characteristic extraction and a median precision of 78.1%, common do not forget of 66.8% for
opinion phrase determination. From the test, a median precision of 79.8%, a median do not
forget of 34% for characteristic extraction, and common precision of 80%, and a median do
not forget of 92.7% for opinion phrase determination. The energy of this takes a look at changes
to decide an opinion on the capabilities of the area inside the assessment sentence. However,
the writer used the handiest adjectives as sentiment phrases to decide the evaluations of the
assessment sentences, however, sentiment phrases aren’t the handiest adjectives, however
additionally consist of adverbs, verbs, and nouns. In addition to this, the sentiment phrases

aren’t sufficient.
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Salama [38] explored sentiment mining for opinionated Amharic texts in the film area wherein
opinions are manually gathered from lovers via the way of means of dispensing questionnaires.
The researcher Used Lexicon primarily-based method totally, and the proposed version has the
subsequent components: reprocessing, sentiment phrases detection, weight venture and
propagation, polarity classification, polarity electricity illustration, and sentiment lexica. After
the opinions are pre-processed, every period is checked for life inside the sentiment lexica on
the sentiment phrases detection component. The detected sentiment phrases are assigned
weight and the values of sentiment phrases that might be connected to contextual valence
shifters are propagated inside the weight assign and polarity propagation component. Based on
the weights of the sentiment values, the opinions are categorized into predefined categories:
high quality, poor or neutral. Finally, the polarity electricity of the opinions is rated. The
sentiment lexica are constructed manually from exceptional reasserts primarily based totally
on the concepts and guidelines. This lexicon is a set of predefined sentiment phrases. They’re
phrases that specify an opinion closer to an item which includes precise that specific high-
quality opinion and awful which specific a poor opinion, that are manually gathered and saved
inside the dictionary. After having the lexicon, the overview record is pre-processed and each
legitimate period inside the overview is checked whether or not it’s far a sentiment phrase or

not.

This is achieved via a detection mechanism wherein the entire lexicon is scanned for each
period. If the period exists inside the dictionary, then the period is a polarity phrase (high
quality or poor). Terms inside the dictionary are tagged inside the lexicon with a pc
interpretable cost for high-quality opinion phrases and poor opinion phrases. Based on this
procedure, given an overview record, if there are greater high-quality phrases than poor then
it’s far taken into consideration to be high quality. If there are greater poor than high-quality
phrases then it’s far taken into consideration to be poor. If there are identical numbers of high

quality and poor phrases then it’s far neutral.

Final experimental results found in the movie review show on average 0.92 % accuracy, 0.95

% recall, and 0.94% precision.

The creator confirmed the result received in the use of the unmarried widespread cause
dictionary and the use of sentiment lexica: the overall cause lexicon and the area precise
lexicon. And finally, the result of the test carried out the use of the 2 lexica and thinking about

the contextual valence shifter terms.
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Mengistu [39] additionally has executed a study on Sentiment evaluation for classifying
Ambharic opinionated textual content into positive, terrible, or impartial through the use of ML

technique in ERTV, Fana broadcasting, and diretube.com domains.

The writer hired three gadgets studying class strategies (Bayes, Multinomial Naive Bayes, and
Support vector machines) the use of n-grams presence, n-grams frequency, and n-grams-TF-
IDF capabilities choice techniques. The experiments have performed the use of 576 Amharic
opinionated texts gathered from ERTA, Fana Broadcasting, and diretube.com manually. The
Experiment suggests that uni-grams —period frequency characteristic election techniques carry
out the exceptional for all algorithms (support Vector gadget, Naive Bayes, and multinomial
Naive Bayes). Based on their relative overall performance of class, aid vector gadget registers
with 78.8curacy outperform, Naive Bayes with 77.6%, and multino Naive Bayes with 74.7%.
as proven from the result received SVM carried out higher than NB and MNB algorithm.
Tilahun has carried out the take a look at the identity of opinion mining from Amharic weblog
the use of rule primarily based totally approach. He used characteristic degree opinion mining
and summarization strategies evaluated on 484 critiqgues manually gathered from the hotel,
college, and medical institution domain. Getachew works at identifying opinion mining from
Ambharic enjoyment textual content the use of gadget studying approaches (Naive Bayes,
Decision Tree, and Maximum Entropy). The test performed the use of 616 Amharic optioned
texts. The take a look at received 90.9 %, 83.1%, and 89.6% the use of Naive, Bayes, Decision
Tree, and Maximum entropy algorithms respectively. However, the take a look at did now no
longer manage negation, due to the fact the take, a look at makes use of unigram as a
characteristic for class. The result best indicates high quality and terrible polarity however it
did now no longer encompasses incremental high quality and decremented terribly.

In a summary, one of the study’s paintings associated with this take a look at is Selama‘s
paintings [38]. He has finished Sentiment evaluation on Amharic opinionated textual content
with the use of rules primarily based totally technique on film review. To classify the
opinionated textual content, the researcher has constructed a lexicon that includes statistics on
approximately Amharic phrase senses. All the phrases which are not inside the listing of the
dictionary are disregarded then the elegance could be unclassified consequently there's
29neglect extra some other approaches to resolve this problem.

Summary of a number of the associated works in phrases in their objective/goal, Methods used,

Data source, and result found in remark are summarized below in Table 3.
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Table 3 Summary of previous works

Author Objectives/goals Methods/ Problem Result
domain
Techniques
(Selama,2 | Design and develop a | Lexicon/dictionary- | Movie view Better results were
010) sentiment mining | based found by using both
model for opinion at basic  Lexica and
Ambharic documents. domain lexica with
contextual valance
shifter terms
(Mengistu, | Explore the possibility | Supervised ML | Entertainment | Support Vector
2013) of applying Sentiment | (NB,MNB,SVM) reviews in | machine achieves the
analysis and buildinga | and n-grams & n- | ERTA& Fana | best  result  using
model. grams-TF-IDF Broadcasting unigrams term
techniques for | Corporate frequency
feature selection program
(TuluTilah | Develop feature level | Rule-based Ambharic blog | Two experiments are
un,2013) | OM & summarization | approach conducted.
model for the Amharic
Language.
(Abreham | Appling OM to create | ML Approach | Entertainment | By combining the two
Getachew, | a classification model | (NaiveBayes, review methods they can
2014) for the  Amharic | Decision Tree & improve the results.
entertainment reviews. | Maximum Entropy)

2.9 Research gap

The previous study did not take into account the problem of sentiment analysis in tigrigna,

which is critical for determining the polarity of a feeling and they didn't think about the irony

or the stairwells of expressions. Furthermore, they only evaluated positive and negative

polarities, overlooking the importance of inverter words that modify the polarity. In our study,

we used rule-base techniques with a dictionary approach to fill the existing information gap in

sentiment analysis towards determining TV show popularity.
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CHAPTER THREE
METHODS

3.1 Overview

In this research, the focus is to detect the overall polarity of the audience comments on Tigray
TV shows and calculate the polarity (positive, negative, or neutral) by adding and decreasing
words. Now in this research, we will use Dictionary-based methods and rule-based methods.
A wordbook is no other than a list of words that participate in a tier. For example, you can have
a dictionary for positive and negative expressions. In our approach we need to process the input
text, splitting, stemming, or lemmatizing, and extracting information from it. Tokenization and
stemming for the source material written in Tigrigna Language should be done before we
compare each lexicon with positive and negative dictionaries. Stemming should be done to
disambiguate the root word that should be compared with the positive and the negative
dictionaries. The design of the dictionary largely depends on the specific topics you want to

perform sentiment analysis on.

3.2 The proposed system architecture

The general architecture of the proposed system of sentiment analysis for Tigray TV broadcast
is shown in figure 2. The system contains different components based on the processes
required. These components are: pre-processing (Tokenization, Normalization, and
Stemming), sentiment sentence analysis, and sentiment scores. If the cumulative result is
greater than zero the sentence or document is positive and if the aggregate result is less than
zero the text is negative and if it is zero called neutral. The sentiment lexicon is also a portion
of the general systems architecture. The input to the system is a corpus of documents in text
format. The documents in this corpus are converted to text and pre-processed using a variety
of linguistic tools such as tokenization and stemming. The arrangement may also develop a set
of lexicons and linguistic resources. The main component of the system is a sentence or
document analysis module, which uses language resources to make emotional annotations on
pre-processed documents. The explanations may be friendly to whole documents (for

document-based sentiment) to individual sentences (for sentence-based sentiment).

The user, who is in this case labeled as the analyst, enters the social media associated with a
TV show or the name of the show. We focus on Facebook, the website of Tigray TV, and group

discussion conversation data collected manually.
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After this, the data collected is then put in a structured format, and stored in a database. The
cleaned Facebook would then undergo text pre-processing removing any abbreviations,
punctuation marks, and stop words. The tools proceed to the Naive Bayes classifier to be
marked as positive, negative, or neutral, and an aggregate score is provided.

These annotations are the output of the system and can be presented to the user using various

visualization tools.

Rule-based approach

If a comment contains only positive emotions and no negative emotions, it is classified as
Positive emotions. If a comment contains only negative emotions and no positive emoticons,
it is classified as Negative emotions. If a comment emotions no emoticons Neutral emotions,
we apply the sentiment lexicon-related rules. In the following annex, one emotion is considered

to be positive.

Samples Tigrigna Positive Sentiment Words listed in annex one

Positive = 2

ArM =2 HmO-9° =2 °ICI° =2 AN =2 NN == &% =2

While, the following annex emotions are considered to be negative:

Samples Tigrigna Negative Sentiment Words listed in annex two

NALI® =1 niR=1 dPAhHL=1 dPhs =1 NZH=1 LI1&%C=1 kdt =1
Negative =1

If none of the above rules apply, the comment is classified as Neutral

Neutral =0
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Figure 2 the proposed lexical Architecture

3.3. Defining a structure for the text

Simply define the primer as a list of words. Or define a more detailed structural bearing for
every possible attribute of the processed text (word lemma, word form, multiple token
Changes...) [40].

Structures to implement the polarity of sentiment will be as follows [40]:

e Each input text to a list of sentences

e Each input sentence to a list of tokens

e Each input token to a tuple of three elements:
o A word form (the exact word that appeared in the manual)
o A word lemma (a general kind of the word) and

o A list of associated tags
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To conduct all experiments we have considered the Tigray TV reviews domain. Those
comment and feedback reviews manually collected from Tigray TV viewer is relatively easier
and more manageable than any other domains (politics and religion). After collecting comment
reviews from the opinion holders coded into a computer and categorize them into labeled

classes positive (hM7 ), negative (A ), and neutral (H&AZP).

For this study initiall have collected data to complete the objectives of this study, we have
collected data from manually gathered and other resources for analysis to evaluate the
performance of the Sentiment Analysis. Before implementing the actual task of the SA, pre-
processing of the data has to be done to get more insights about the data. Often input data have

been in raw data format is taken and then processed for feature extraction [40].

For detailed analysis, we used pre-processing techniques like removing punctuations and stop
words, applying stemming algorithms (reduces the tokens or words to their root form), and

tokenization as described below:-

3.4. Pre-processing the text

Once we have decided on the Structures to implement the polarity of the given text, we can
pre-process this structured text. By pre-process, we mean in NLP akin to Tokenize, Split into

sentences.

A simple definition could be that data pre-processing is a data mining technique to turn the raw
data gathered from diverse sources into cleaner information that’s more suitable for work. In
other words, it’s a preliminary step that takes all of the available information to organize it, sort

it, and merge it [41].

Let’s explain that a little further. Data science techniques try to extract information from chunks
of data. These databases can get incredibly massive and usually contain data of all sorts, from
comments left on social media to numbers coming from analytic dashboards. That vast amount
of information is heterogeneous by nature, which means that they don’t share the same structure

that’s if they have a structure, to begin with.

Raw data can have missing or inconsistent values as well as present a lot of redundant
information. The most common problems you can find with raw data can be divided into 3

groups:
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Missing data: you can also see this as inaccurate data since the information that isn’t there
creates gaps that might be relevant to the final analysis. Missing data often appears when there’s
a problem in the collection phase, such as a bug that caused a system’s downtime, mistakes in

data entry, or issues with biometrics use, among others.

Noisy data: this group encompasses erroneous data and outliers that you can find in the data
set but that is just meaningless information. Here you can see noise made of human mistakes,

rare exceptions, mislabels, and other issues during data gathering.

Inconsistent data: inconsistencies happen when you keep files with similar data in different
formats and files. Duplicates in different formats, mistakes in codes of names, or the absence
of data constraints often lead to inconsistent data that introduces deviations that you have to

deal with before analysis.

If those issues are not well-handled, the final output would be plagued with faulty insights.
That’s especially true for more sensitive analysis that can be more affected by small mistakes,
like when it’s used in new fields where minimal variations in raw data can lead to wrong

assumptions [41].
The Need for Data Pre-processing

By now, it is surely clear that data pre-processing is so important. Since mistakes,
redundancies, missing values, and inconsistencies all compromise the integrity of the set, we

need to fix all those issues for a more accurate outcome [41].

Thus, before using that data for the intended purpose, there is a need to organize and “clean” it
as much as possible. There are several ways to do so, depending on what kind of problem the

researcher wants to tackle.

3.4.1. Tokenization

Tokenization is performed which attempts to identify words in the document corpus. The
common method of representing the document text is using the bag of words approach where
the word from the document corresponds to a feature and the documents are considered as a
feature vector [4]. This demonstrates that the words can as it were separate the given archives

within the categorization handle. So, the punctuation marks and numbers are impertinent
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elements of the manual documents. In the present study, the punctuation marks and digits are

removed and replaced with space.

The words are considered as important for the given reports, and they are isolated by space.
Algorithm 1 illustrates the tasks of removing punctuation marks towards simplifying the
tokenization process of the present study. First, the content of the file is read line by line.
Second, check whether the word within the list contains punctuation marks of the Tigrigna
language; if punctuation marks exist within the word, replace them with space. This step
continues until the end of the page reaches. After removing punctuation marks, the content of

the file is passed for the tokenization process.

Algorithm 1 Removing punctuation marks

Open the file for processing
Do
Read the content of the queue line by line
Assign the content to string
For word in string split by space
If word contains punctuation marks
Replace punctuation marks with space
end for
While end file

The over calculation tokenizes the content reports as takes after: to begin with, the substance
of the record is read line by line. Third, check whether the word within the list contains
punctuation marks of the Tigrigna language; if punctuation marks exist within the word,
replace them with space. This step continues until the end of the line reaches. Similarly, digits
are also removed using the python built-in function called “sub* which takes a digits symbol

“d+” as an argument and removes digits from the whole list of words.

Tigrigna language has compounds composed completely of different word formations. For the
most part, space and hyphens are utilized to partition words. When the hyphen is used, the two

words are treated as one word. However, when words are separated by space, their meaning is
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different (Leslau, 1998). For example, “N++92UCt”, “NINCYT”, “0Poh+tNL 4, and
“hNPt+B8Mh4 T are compound words separated by space. However, the words “Mt”, “NY7”,

“@®d.ht”, and “AN P+ do not have meaning when they are used separately. This creates a
problem in the text categorization process. Hence, this study prepares the compound words list

file and combines them using algorithm 2 as follows during the tokenization process.

Algorithm 2 Tokenization Algorithm of Combining Tigrigna compound words

Open the file for processing
Do
Assign the content to string
for word in string
split by space
if word in compound word list
Combine first word with next word

end for

While end file

Tokenization and combining multiple words result in a group of words of the Tigrigna
language. They need further processing to remove stop words and apply stemming for grouping

similar words together.

3.4.2 Stemming

Tigrigna language has words with the same root and is written in different forms. So stemming
is used to stem words of different forms to their root words. In this study, the researcher stems
the suffix and prefix of the term by identifying them in the given documents. The suffix is
written at the end of the root word while the prefix is placed before the root word. Together the

prefix and suffix modify the meaning of the word.

The steaming process used in this study is based on the affix removal algorithm developed for
Tigrigna language sentences. Generally, the process takes the word from the file as an input.

The algorithm has both suffix dumping and prefix dumping. The prefix removal algorithm is
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shown in algorithm 3 below, it checks whether the word starts with prefix lists or not. If the
word starts with the prefix-list, it replaces the prefix of the word with space. If the word does

not contain a prefix, it then continues checking the end of the word for the suffix.

Algorithm 3 Prefix striping

Read prefix list file
Open the file for processing
Do
Read the file line by line
Assign the content to string
for word in word-list do
If word starts with prefix then
If length of word is greater than twothen
Remove prefix from the word
end if
end if
end for

While end of file

Similar to the prefix striping, the suffix stripping algorithm is shown in algorithm 4 also strips
the suffix if the word ends with one of the suffixes in the suffix list.
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Algorithm 4 Suffix striping

Read suffix list file
Open the file for processing
Do
Read the file line by line
Assign the content to string
For word in string split by space
If word ends with suffix then
If length of word is greater than twothen
Remove suffix from the word
end if
end if

end for

while end of file

As shown in algorithms 3 and 4, the affix removal algorithm checks the existence of the prefix

and suffix and then removes them from the word. The prefix striping algorithm removes the
prefix which is placed before the root word. For example “NAH®AL” (sleziwesede) contains
“NAH” (slez-) prefix. As a result, it is stemmed into “@AL” (wesede). Similarly, the suffix
stripping algorithm 4 removes the suffix which is written at the end of the root word. For
instance, “0*39H+” (megaez-ti) has “t” (-ti) suffix at the end. So it is stemmed into “M3%H”
(megaez). In the Tigrigna language, prefix and suffix also exist in a single word. For example,
the word “dRdn7y26” (memenderna) has a prefix “d@®” me - and suffix “ 4 (-na). First, the—
prefix “ @®” me - is removed using algorithm 3. As a result, the word “@*%2£5” (menderna)
is stemmed into “@P L5 (menderna) but it has a suffix “9” (- na). Then the suffix “4 (-na)

is removed from “0PORL(CG5” (memenderna) and it is stemmed into “@P7 L5 (menderna)
using algorithm 4. As a result, the stemming helps to define words in the same context with the

same term and accordingly reduce their dimensionality.
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3.4.3. Stop words detection

Tigrigna language has very frequently appearing terms which are called stop words These
terms do not distinguish one document from other documents. The stop words are identified
after stemming because some stop words exist in the Tigrigna text documents in their affix
form. So stemming conflates these terms into their base words. As shown in Table 3 below,

the Tigrigna stop words do not discriminate document meaning but they provide an
arrangement in the language. These are propositions like “7NN,” (You), pronouns such as “At”

(the), and verbs to be like “AP9™” (are), etc.

Table 4 Example stop words of Tigrigna documents

Stop Word Meaning Stop Word Meaning
AN At hfgo Are

5 To At The

h From TN You

A1 |

In the present study, stop words are recognized manually by consulting books and dictionaries
of the Tigrigna language. The consulted books and dictionaries help to identify prepositions,
conjunction, articles, pronoun, and auxiliary verbs of the Tigrigna language. After identifying
the stop words in the Tigrigna documents, algorithm 5 detects and removes the stop words

from the document corpus.
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Algorithm 5 Stop word removal

Read stop word list file
Open the file for processing
Do
Read the file line by line
Assign the content to string
For word in string split by space
If word in stop word list then
Remove word from the index term
end if
end for

While end file

As shown in algorithm 5 above, the framework peruses the list of halt words from the halt

word list record and iteratively expels them from the collection of file terms

3.5. Normalization

Normalization indicates the consistency of characters. Since the Tigrigna writing system has
homophone characters which means characters with the same sound have different symbols.
For example, the character ‘1’(Se) and ‘1P’(Se) are used interchangeably as “NAJ™” (selam)
and “WW” (selam) to mean ‘“Peace” These different symbols must be considered as similar
because they do not affect meaning. Inconsistency of words may be because of an unnecessary
increase in the number of words representation that causes large data size processing and
considers the word like a different term. In this research, such a kind of inconsistency in writing
words will be handled by replacing characters of the same sound to their common standard

with form.
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Algorithm 6 Normalization Algorithm

Open the file for normalization

While not end of corpus file do

For each character in the corpus

If the character is "1(HA) or any order then

Changed to U(HA)

Else if it is W (SA) or any order of it then

Changed to N(SA)

Elseif ......
End if

End for

3. End while

3.6. Sentence analysis for polarity detection

Due to the subjective nature of Sentiment Analysis, it is of no surprise that a key indicator of

sentiment polarity is sentiment words. Good (%), great (HNAB), and brilliant (&) can be

considered positive words while bad (%), worse (F°84AA.2) and disastrous (9°AH') can
express negative attitudes. Therefore, sentiment lexicons, which gather sentiment words, are
used extensively by the research community. Sentiment lexicons can be organized in three
types, attending to which information is contained in them [13]: (i) those that contain only
sentiment words (a list of words), (ii) the ones that are formed by both sentiment words and
polarity orientations (a list of words with only positive and negative annotations), and (iii) the
lexicons that offer sentiment words with orientation and intensity [13] (a list of words with

scalar numerical values).

The most popular approach that makes use of sentiment lexicons is keyword matching, also
called keyword spotting. This technique consists in detecting the presence of certain sentiment
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bearer words, thus obtaining the sentiment estimation as an aggregate of the associated
sentiment values. Although this method is certainly simple and computationally cheap, it is

also limited, as it happens in the case of domain adaptation.
In general, the steps to decide the polarity of the given text are the following:

e Stemming is done on every word of the input word.

e Identify each disambiguated lexicon for each input word.

e Compare positive, negative, and neutral there is a positive, negative, and incremental
or decrement in the dictionary.

e Calculate the scores, output the sentiment polarity as positive, negative, or neutral

The sentiment is a state-of-the-art, lexicon-based classifier that exploits a sentiment lexicon
built by combining entries from different linguistic resources. In the lexicon, each negative
word receives a sentiment score ranging from 1 to 2, which represents its prior polarity (i.e.,
the polarity of the term out of its contextual use). Similarly, positive words are associated with
a score between 4 and 5, while neutral words receive scores equal to 3. Positive and negative
emotions are also included in the dictionary. Based on the assumption that a sentence can
convey mixed sentiment, Sentiment outputs both positive and negative sentiment scores for
any input text written in Tigrigna. It determines the overall positive and negative scores of a
text by considering the maximum among all the sentence scores, based on the prior polarity of
their terms. Intensifiers, i.e., exclamation marks or verbs such as ‘really’, are treated as booster
words and increase the word sentiment scores. Negations are also treated and determine the
inversion of the polarity score for a given word. Therefore, the overall positive p and negative
n sentiment scores issued by the tool range from 1 (absence of positive/negative sentiment) to
5 (extremely positive/negative). Based on their algebraic sum, Sentiment can also report the
overall trinary score, i.e. the overall positive (score = 2), negative (score = 1) and neutral (score
=0). Examples are provided in TABLE 1. The rationale for classification reported in the second

column of the table is obtained by enabling the ‘explain’ option in Sentiment.

43



Table 5 examples of sentiment detection

Input Text Overall Score
Final Sentiment Score
Negativ | Positive | Neutral
e Score | Score Score
NN HAATRPT AOA, AR 0 5 0 Positive (overall
result = 2)
o142 FALH Y R99995F mdh AR 1 0 0 Negative (overall
result = 1)
mNHA+t AN 7Ath 8L HEUN NAHING G2 |0 0 3 Neutral (overall

ANPae @MhNZAN +82F NHNAS +TdF £TAN

nNgeHING:

result = 0)

3.7. Performance measurement

We used the following performance metrics to evaluate experimental results registered by the

proposed sentiment analysis in this study. A confusion matrix is used as a form of visioning

the performance of a classifier. It is displayed in a table format in which the columns represent

the actual values (true and false) and the rows represent the predicted values (positive, negative,

and neutral). It can freely be generalized to formulate class classifiers. The table reports the

results of a classifier in terms of the number of true positive (TP), false positive (FP), false

negative (FN), and true negative (TN).

A confusion matrix is a matrix of size 2x2 for the binary organization with actual values on

one axis and predicted on another as shown in table 4 below.

Table 6 Confusion matrix

Labelled

Truth

TP

FP

FN

TN

Based on the confusion matrix, it is possible to calculate the accuracy, precision, recall, and f-

score of sentiment analysis results.
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Accuracy is well-defined as the overall percentage of positive and negative predictions that are

correctly done [16].

TP+TN
TP+TN+FP+FN

Accuracey = (3.1)

Accuracy performance metrics can be decisive when dealing with imbalanced data. In this blog,
we will learn about the Confusion matrix and its associated terms, which look confusing but
are trivial. The confusion matrix, precision, recall, and F1 score give better intuition of

prediction results as compared to accuracy.

True Positive (TP) is the model that correctly predicts the positive class (prediction and actual
both are positive). True Negative (TN) is on the other hand model that correctly predicts the
negative class (prediction and actual both are negative). False Positive (FP) is the model that
gives the wrong prediction of the negative class (predicted-positive, actual-negative). FP is also
called a TYPE I error. Finally, False Negative (FN) — the model wrongly predicts the positive

class (predicted-negative, actual-positive). FN is also called a TYPE Il error.

With the help of TP, TN, FN, and FP, other performance metrics that can be calculated include

precision, recall, and F-score

Precision calculates out of all the positive predicted, what percentage is truly positive using
equation 3.2.

P . . _ -t
reciston TP + FP

The precision value lies between 0 and 1.

Recall measures out of the total positive, what percentage are predicted positively using

equation 3.3. It is the same as TPR (true positive rate).

TP

Recall = m
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When comparing different models or systems, it will be difficult to decide which is better (high
precision and low recall or vice-versa). Therefore, there should be a metric that combines both

of these. One such metric is the F1 score [16].

F1 Score is the harmonic mean of precision and recall as shown in equation 3.4. It takes both
false positives and false negatives into account. Therefore, it performs well on an imbalanced
dataset.

2 _ 2= (Precision * Recall)

1 N 1 (Precision + Recall)
Precision = Recall

F1 score =

F1 score gives the same weightage to recall and precision.
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CHAPTER FOUR
DATA PREPARATION

Here in this study, we are using the rule-base approaches which are rule-based, and the
dictionary-based approaches to identify the given comment as either positive or negative, or

neutral.

4.1. Data collection

The information is gathered from Tigray TV broadcasting watchers which are given remarks
from Tigray TV Facebook, web site, and during the focus group discussion conversation and
by distributing an open-ended questionnaire. The target groups from which comments are
collected include university students of Addis Ababa 6 kilo campus and youth from Addis
Ababa Gofa Sefer and Mebrat Hail condominium area. They are good for our study or research
because youth spent much time in the Tigrigna program. Especially, for the Tigrigna speakers,
an open-ended questionnaire distributed among these people (viewers/non-viewers of the
program), and focusing group discussion have been done here in this area. We collected
comments from the Tigray website page and Facebook by using video screenshots. From all
information assortment strategies, we have collected a sample size of 1633 comments for this
study (see table 7).

Table 7 Summary of the data collected

Source Positive | Negative Neutral Total
Addis Ababa 6 kilo campus 116 74 18 208
Addis Ababa Gofa sefer 110 10 0 120
Gofa Mebrat hail condominium area | 140 25 9 174
Social Media 564 544 23 1131

After the data is collected, pre-processing tasks were applied to construct the final data set (data
that are used as input for experimentation). Data preparation tasks are usually performed
multiple times depending on the quality and size of the initial dataset. Tasks such as
normalization, tokenization, and stemming of the data were performed to come up with the

final appropriate dataset for the selected algorithms.
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Figure 3 Sample face book comments by screen shot.
4.2. Normalization

There are many abbreviations (short) words in the Tigrigna writing system. These short words
can be single or compound short forms of Tigrigna language words abbreviated by the slash (/)
or period (.). To make the corpus usable for stemming, short words should be expanded to their
expanded form. And Tigrigna language normalizer to extend the short form of Tigrigna

language, separated by periods or slashes, such as A.“3.2¢b@- or A/ £n DA OAL TR L (h M-

(short form of La elay Machew from the study area of the central area) represented by the
Unicode value taken from the Ethiopian Unicode table.

There are two types of compound Tigrinya short-form words: there is a space or no space

between the two words but they need a space after they are expanded. For example, N+6/% =
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N+8hd.F, which means "office” is a compound short word with a space between the two
words N+ and 6/%F. However, the compound short word 9.9 have no space but after

expanding it needs a space between the two words and expanded as ”A@P+92 <+ which

means “Year.” Therefore, by considering such conditions, we have implemented a Tigrigna
language short-form word expander. Here we present python code for normalization

abbreviation of words used in Tigrigna writing.

In [11]:  #Normalization
import fileinput
normalFile = open("C:/Users/Kiros/Desktop/Sentiment Code/Untitled Folder 1/ResultNormalization.txt”, "a+", encoding="utf-8");
fields = {"T/C ": "TE&AC", "&/C":"&REC","m/Lente" " mPAL “LLNHC, " m/ LL0t" "mPAL “Lent«","0/C"  "OLHE",
rﬁ.W”N%WT ULt ENFRVAT 0T
f = open('C:/Users/Kiros/Desktop/Sentiment Code/Untitled Folder 1/Reviews.csv', encoding="utf-8');
for line in f:
line = line.rstrip()
if not line:
continue
for f_key, f_value in fields.items():
if f_key in line:
line = line.replace(f_key, f_value)
normalFile.write(line + "\n"});
normalFile.close();

In [19]: train = pd.read_csv( 'Result.txt')
print(train.head(18))

Figure 4 Python code for Tigrigna words Normalization

Social media texts often don't conform to rules of spelling, grammar, or punctuation. Among

its challenges are:

e Unstructured data: Most common challenges we face in NLP are around unstructured
data. Data generated from Facebook conversations, and comments are highly
unstructured. It’s a huge challenge to process that data and get useful information out
of it.

e Abbreviations: no consistency is kept in abbreviating ‘4@2+92hZ T, meaning ‘AD’,

can be abbreviated as 49®, 4.9, 9.9°., &4/9°, 4-9°. All the aforementioned problems
pose challenges since the same word is treated in different forms in the process of
feature preparation for the text classifier. Classes learned by the competitive layer are
referred to as subclasses and the classes of the linear layer are called target classes.

e Misspelling: wouls (would), rediculous (ridiculous)
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e Omitted Punctuation: AR (‘®)

e Slang: that was well mint (that was well good)

e Wordplay: Po-0-m-@- that was S000000 great (that was so great)

e Disguised Vulgarities: shit, f**k

e Informal Transliteration: This concerns only multilingual text. Variations in

transliteration occur due to long vowels, borrowed words, accents/dialects, and double
consonants.

There is some progressive work that has been done so far on Tigrigna NLP tasks with promising
results including part of speech tagging, morphological analyzer, named entity recognition,
base phrase chunking, and text classification. Various techniques have been widely employed
for each task to enhance the accuracy and handling of linguistic exceptions. However, there
have not been ready-made pre-components and well-organized datasets. Besides these
limitations, there has not been any undergoing research on event extraction from unstructured
Tigrigna text due to difficulties in the syntactic and semantic status of the class of functional
verbs. The other challenge is identifying event arguments. In our case temporal event
arguments have been considered. However, it has a challenge in Tigrigna texts. Tigrigna texts
have been represented in various forms such as; sequence of words, Arabic, and Geez’e script
numerals. As such it needs extra normalization and a syntactic analyzing scheme to tackle the
temporal argument. Semitic languages like Arabic and Tigrigna have much more complex
morphology than English. The morphological variation limits the research progress on Natural
language processing, in general. However, in our case, we mainly concentrate on extracting
events and their arguments with the advantage of hand-crafted rules and the rule-based
approach of the sentiment analyzer.

4.3 Tokenization

Tokenization is the process of splitting text into words (tags) to obtain contextual words for
disambiguation purposes [8]. It is also defined as the process of splitting a string into a list of
fragments or tags. This means that the given string is split into a list of tokens to make natural
language processing usable [40]. In this study, before processing the data, all punctuation
marks (see Figure 5) in the Tigrigna language were removed from the text. Words are treated

as tokens. Punctuation marks are converted to spaces. And spaces are used as word separators.
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Figure 5 below shows python code for removing punctuations and tokenizing Tigrigna

sentences into words.

Let's first save the phrase as a variable named "ResultTokenization.txt":

In [21]: dmport fileinput
normalFile = open("C:/User
punctuations = '
filename = open("C:
file = filename
no_punct = ""
1st = []
for line in file:
line = line.strip()
for char in punctuations:
line = line.replace(char,"'")
#Lst.append(Line)
normalizedData.write(line +

“\n"};

filename.close()

In [37]: | import re
import fileinput
normalFile = open("C:/Users/Kiros/Desktop
= '[A-Za-z8-9
filename = open("C:/Users/Kiros/Desktop/Se
file = filename
no_punct = ""
for line in file:

line = line.strip(

#for char in punctuat

clearData = 211
#L

#Lst.append(Line)
normalFile.write(clearData + "\n");

filename.close()

', encodin

tled Folder 1/punctuations.txt”, "
Ly Ly \

N7

g="
\ \ At
Mormalization.txt”

my

Ty

AL L ATAY
, encoding="utf-8");

ode/Untitled Folder 1/Result

"at",

Sentiment Code/Untitled Folder 1/Foreign_remove.txt", encoding="utf-8");

ntiment Code/Untitled Folder 1/Resulthormalization.txt"™, "r", encoding="utf-8');

Figure 5 Punctuation and Foreign languages removing

4.4. Stemming

As described in [33], the Tigrigna language uses prefixes, suffixes, and infixes to create

inflections and derivative word forms. Stemming is a technology that reduces words to their

root forms by deleting derived affixes and inflectional affixes (prefixes, infixes, and suffixes),

and will lead to the WSD system and information retrieval tasks. A word's stem is its most

elementary form which may or may not have a semantic interpretation.

Figure — below shows python code designed for stemming and conflating words in Tigrigna

writing.

def stem(word):
s=codecs.open("suffix.txt
suffix= ("suffix.txt",'r")
suf = s.read()

for suffix in suf.split():

r', encoding = 'utf-8')
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if len(word)>=1:

if word.endswith(suffix):

word=word [:-len(suffix)]

if word.endswith("70’):

word=word.replace('n’,")

word=word.replace('7','a")
if len(word)>=1:

return word

else :

Word=word.replace ("70',")

return word

Figure 6 Sample Python code for suffix removal

This stemmer utilized five-stage rules to eliminate Tigrigna word variants. The initial step takes
the word to be stemmed as information and eliminates twofold letter reduplication. The
subsequent advance eliminates the prefix-addition pair. This progression takes the yield of the
initial step as info and checks if the words contains match with any prefix-addition pair. On the
off chance that the word contains, a match and the excess string have a length more prominent
than the base length, then, at that point, the prefix and postfix are taken out from a word. The
third step eliminates prefixes and takes the yield of prefix-postfix stripping. In eliminating a
prefix, checking for the match in the prefix rundown and tallying the length of the excess string
is finished. The fourth step eliminates postfixes by tolerating the yield from the past stem and
checks if the word contains any match from the rundown of additions. On the off chance that
the word has a match and the excess string is more noteworthy than the least length, the addition
is eliminated from the word. In the last advance, the calculation stems reduplication of the
single letter. This calculation has a recording decide that is applied get-togethers step is applied

for checking some spelling special cases and making rearrangement.

4.5. Stop words

Stop words are the most common words found in any natural language which carry very little
or no significant semantic context in a sentence [42] and so that the process is not over-

influenced by very frequent words [27].
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Figure — below present’s python code written for removing stop words in Tigrigna writing

using a stop word list.

In [3]: stopwords=["h&','vE','TOL", AT+ N@7', AT, A0M', 'OoH+", WAk, 77, '7IC",  @LN", A, TR, CRALAT A HAT, FAR, 0
»

In [4]: stopwords=list(stopwords)
print(stopwords)

['he', "ok, 'S0, "WIFBe7?, ChAGC, A0, ‘oid’, "hART, "7, ¥IC, "OEAT, AR, TR, hARAS, CRAUAS, R

B, e, AT, CAdldad, CTIAE, ChART, &, CPRIeE, e, Che’, CRTF, hat, aTas, an,
LT, hes, RTRe, CRISE, WAT, oA, ChIPHIIL, hadih, CHEARSS, CRIRIS, CRIE, G, CHES,

ECT, &40, "SR, tedTh, "L, '£hhA’]

Figure 7 Stop words python code

4.6. Data set for experiment

The data sets for experimental purposes are taken from four sources. The data set is taken from
the Facebook page and general TV viewer review site. The data set taken contains 1380 positive
and 630 negative reviews. The reviews were collected from a variety of different products,

including questionnaires, and TVs review sources.
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In [11]: dimport pandas as pd
df = pd.read_csv('BookB.csv')

In [12]: review df = df[[ '@&Ad', ' éhf','oomFAl]]

print{review_df.shape)
review df.head(5)

(1637, 3)

Out[12]:
oKt LhoF oomFah,

0 2 AT hP7HE
[T% e Sl ok
MAET  hP7HE

2
2
2 0Tt ARIAE
2

FN PO 5]

ahm hPTE

In [13]: df.columns

Qut[14]:
& ht e emFha,
735 1 hhae htHE
736 1 hhes htHE
737 1 Rhsgee AT
738 1 hnspee htHE
739 1 hhs+7 htHE

In [15]: review df["#*mPAA"].value_counts()

out[15]: APIF® 938
Alv 3P 653
Hele 50
Mame: @*mFAN, dtype: int6d

In [28]: df = pd.read_csv{"Book8.csv")
df.tail(10)
sns.countplot(df[ @& A T"])
df["ermFAd "] .value_counts()

out[20]: ASTIHFE 938
Al P 653
HET &P 5@
Mame: @*mF AN, dtype: int6d

800 A

count

400 A

Figure 8 Data set for experiment
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CHAPTER FIVE
RESULTS WITH EXPERIMENTS

The experiments in this study are conducted based on four target areas which are Addis Ababa
University (Addis Ababa 6 kilo campus), Addis Ababa Gofa Sefer, Mebrat hail condominium
area, and the Facebook page of Tigray TV. During this study, the data were collected through
questionnaires, interviews, focus groups, and collected comments on the Facebook page by
video screenshots. The total number of the dataset (comments) used in this study for the

experiment is 1633 (One thousand six hundred thirty-three).

5.1. Experimental setup

The sentiment analysis system is developed and tested on a Toshiba laptop computer with
windows 10 ultimate operating system, Intel Core i7 with 2.6 GHz processor speed, 8.0GB
RAM, and 1 BT GB hard disk capacity. Other software components used to develop and test
our system are Python, NLTK, Notepad++, and PyMy.SQL.

Python is a simple yet powerful programming language with excellent functionality for
processing linguistic data [12]. It is highly readable, allows data and methods to encapsulate,
and contains an extensive library including components for graphical programming, numerical
programming, and web connectivity. For this work, version 3.5 of the python 32-bits is used.

It is used to develop the prototype of a sentiment analysis system.

NLTK is a natural language processing toolkit that can be used to build NLP programs in
python. It is an open-source toolkit that contains the open-source module, linguistic data, and
documentation for research and development in the natural language processing field [12]. It
provides a basic class for representing data relevant to NLP, and a standard interface for
performing tasks such as text classification, part-of-speech tagging, and syntactic parsing. In
this work, NLTK is used for sentence and word tokenization to split the input sentiment

sentences into lists of words.

Notepad++ is a free source code editor and the replacement for Notepad which supports several
languages. In this work, we used the Notepad++ version of 7.5.1 with 32-bits which is used to
build and edit the lexicons.
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PyMySQL is the package that contains a pure-Python MySQL client library and is used to

connect and access MySQL databases.

5.1.1 Number of experiments conducted
In this research work, different datasets were collected for language identification, to build

sentiment lexicons, and to evaluate the performances of the sentiment analysis system.

Language identification: Tigrigna languages were detected in word level using lexicon based
approaches. To build the lexicon Tigrigna wordlists were used. Tigrigna wordlists were
collected from manual pre-processing activities were made for Tigrigna wordlists in order to
avoid unimportant words and phrases. After the pre-processing activity is completed, a total of

4,205 Tigrigna words were used for Tigrigna language.

Sentiment lexicon: the sentiment lexicon is built manually by collecting sentiment words from
various resources. Tigrigna sentiment words and the sentiment words are validated by linguistic

expertise. Some lists of the sentiment words are provided on the Appendix portion.

Table 9 belowshows the total number of sentiment words prepared for use to build the

sentiment lexicons.

Table 8 Sentiment Words in Sentiment Lexicons

Sentiment words

Language Positive Negative Neutral
Tigrigna 1380 630 36

Finally, for performance evaluation of the sentiment analysis system, 1633 sentiment sentences
have been manually collected from Facebook and websites in the domain of movies, music,
and politics. These domains were collected because of the absence of any prepared available
written sentiment sentences in the Tigrigna language. At the time of collecting the data, the
sentiments on the posted topics are selected randomly. After collecting the sentiment data, we
made manual sentiment classification with the help of linguistic expertise. The manual
sentiment classification helps to compare the results generated by the system. The manual
sentiment classification is used to assign the polarity of the sentiment sentences and helps to
compare the results of the system after experimenting.

In this research work, sentiment sentences are categorized into three basic classes based on

their semantic orientations: positive, negative, and neutral sentiment classes. The positive and
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negative sentiment classes are classified further into positive, strongly positive, weakly
positive, negative, strong negative, and weak negative sentiment classes. The sentiment
sentences can contain Tigrigna and mixed language of words since different opinion holders
can express their feelings for the same topic from different perspectives; it can use different
languages or can combine languages for their expressions. For example, consider this sentence
“nice movie film so POAK!!!” or “too much happy AHRBMNP music” In this example, the first
sentiment sentence contains Tigrigna and English words in the movie topic, while the second
sentiment sentence contains English in the music topic. In this study, such kinds of sentences
are considered, and the sentiment is determined based on the sentiment words in the sentence.
However, there are also pure Tigrigna sentiment sentences on the topic from opinion holders.
Finally, the collected sentiment sentences were categorized into predefined categories:
positive, strongly positive, weakly positive, negative, strong negative, weak negative, and

neutral sentiment classes.

5.2 Results and Discussion
The experiment is done to measure the overall performance of the developed sentiment analysis
system. In this research work, a total of 1633 sentiment sentences were used to test the accuracy

of the system. Below we present the test results achieved in this study.
5.2.1 Effect of Stemming on the Tigrigna Sentiment Analysis

In this section, we investigate the effect of stemming on the performance of Tigrigna
sentiment analysis. To show the effect of stemming, we conducted sentiment analysis using
stemmed and unstemmed datasets without changing the polarity of unstemmed datasets.

To compare results of Naive Bayes with stemming of this paper.

Table 9 show the effect with and without stemming.

0, 0, ini
Performance measure 20% test and 80% training data

with stemming without stemming
Precision 77.235 81.26
Recall 7151 77.89
F score 69.76 77.89
Accuracy 74.93 81.36

Table 9 and 10 show that the accuracy of sentiment analysis with stemming is lower than
without stemming by an average of 0.53%, 0.43% and 0.9% for Uni-gram, Bi-gram and Tri-

gram Naive Bayes models respectively.
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Stemming gives the same F score for uni-gram and Bi-gram implementation of NB as
without stemming. However, the F score of Tri-gram implementation of NB reduces from
77.89% to 69.76% and from 89.0% to 88.0% respectively.

Table 10 effect with and without Stemming

Performance 20% test data and 80% training data
Measure Without Stemming With Stemming
Uni-gram | Bi-gram| "Tri- Uni-gram | Bi-gram | Tri-gram
Precision 87.0 90.0 90.0 86.0 89.0 89.0
Recall 84.0 89.0 89.0 84.0 89.0 88.0
F Score 85.0 89.0 89.0 85.0 89.0 88.0
Accuracy 86.03 89.1 89.1 85.5 89.27 |88.8

Tables 9 and 10 show that the accuracy of sentiment analysis with stemming is lower than
without stemming by an average of 0.53%, 0.43%, and 0.9% for Uni-gram, Bi-gram, and Tri-
gram Naive Bayes models respectively. Stemming gives the same F score for uni-gram and Bi-
gram implementation of NB as without stemming. However, the F score for Tri-gram
implementation of NB reduces from 78.89% to 70.76% and from 90.0% to 89.0% respectively.

Stemming reduces inflected words to their stem or root form resulting in a reduced number of

features or vocabulary size. Sometimes the stem of inflected words need not be identical to the

morphological root of the word. For instance, the word "0@-%" can be inflected into "0@-+5™,
"d@-tg T "NYOF!, "YmF, "HHAMm+", "HHSMm+E" etc. In this example, all those words
have the same root that is "@-*". This shows less dependence between inflected words and the

root word "@-1". Merging inflected forms of words to a common stem form results in weak
dependence between features. However, the weak dependence of features in a sentence due to
stemming makes the network not capture the dependency between these features. In conclusion,
the experiments conducted show that stemming from the preprocessing step hurts sentiment

analysis.

5.2.2 Evaluation Results

The role of this activity is to describe the evaluation metrics of the designed system and
followed by its test results. We have used precision, recall, and F-measure evaluation metric to
measure the effectiveness of the selected approach. In this study, the experiment is done based
on the sentiment polarity class and evaluates each evaluation metric corresponding to each

sentiment polarity class. The sentiment polarity classes are classified into seven categories:
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positive, weakly positive, strongly positive, negative, weak negative, strong negative, and
neutral classes. At last, the precision, recall, and F-measure were calculated in the experiment

for each polarity class.

In this experiment, we considered the effects of contextual valence shifter terms and took an
account of negation terms in sentiment sentences. The negation and contextual valance shifter
terms include the amplifiers, diminishes and conjunction terms in sentiment sentences, due to
this, the sentiment polarity classes are classified into seven categories which are positive,
strongly positive, weakly positive, negative, strong negative, weak negative, and neutral

classes. Table 11 shows the evaluation results of the experiment on each sentiment polarity

class.
Table 11 Evaluation Result of the Experiment
Sample _
No Target area ] Accuracy | Precession | Recall | F score
size

1 Addis Ababa 6 kilo campus 208 0.85 0.89 0.90 0.85
2 Addis Ababa Gofa sefer 120 0.85 0.96 0.86 0.90
3 Gofa Mebrat hail condominium area 174 0.72 0.94 0.77 0.84
4 Facebook page 1131 0.92 0.97 0.82 0.89

Average 0.84 0.94 0.84 0.87

5.2.3 Frequency of result distribution
We used the following performance metrics to evaluate our experiment results and our

classifiers

A confusion matrix is used as a form of visualizing the performance of a classifier. It is
displayed in a table format in which the columns represent the actual values (true and false)
and the rows represent the predicted values (positive, negative, and neutral). It can easily be
generalized for multi-class classifiers. The table reports the results of a classifier in terms of
the number of true positives (TP), false positives (FP), false negatives (FN), true negatives

(TN), False neutral (Fneu), and true neutral (Tneu).
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Table 12 Experimental results by frequency

Source TP FN Fneu | TN FP Fneu | Tneu |FN FP
Addis Ababa 6 kilo campus 103 8 5 61 11 2 14 3 1
Addis Ababa Gofa sefer 95 15 0 7 3 0 0 0 0
Mebrat hail condominium
area 104 29 7 17 3 5 4 2 3
Social Media 515| 110 | 104 | 175 14 22 117 33 41
817 | 162 | 116 | 260 31 29 135 38 45

The values for true positive, true negative, false positive and false negative were as shown
below:

Table 13 Confusion matrix for the model

Actual 0 (negative) Actual 1 (positive)
Predicted O(negative) 162 260
Predicted 1(positive) 260 817
Predicted O(neutral) 145 135

The researchers come up with four target areas which are the Addis Ababa 6-kilo campus,
Addis Ababa Gofa Sefer, Gofa Mebrat hail condominium area, and website/Facebook page.
For all target areas 1633 (One thousand six hundred thirty-three) comments are collected about
the program and from each target area, there would be accuracy, precession, recall, and f-score.

Generally, the accuracy of this study is 84%.

5.2.4 Discussion

As shown in Table 12 above, the experimental results are different for each polarity class. In
this Sub section, we discuss the results of each polarity class and the reasons for the variation
of the results in each polarity class. In Table 12, the precision of positive and strong positive
polarity classes are higher than the remaining polarity classes, because much of the test datasets

contain positive sentiments.

In negative and strong negative polarity classes, the precision is higher than their recalls. This
indicates the classification approach predicts the right sentiment classification in negative and
strong negative sentiment polarity classes and the system achieves better correctness in the
classification. In the neutral polarity class, the system achieves the lower precision, but the

highest recall from the other polarity classes. The reason is the effect of misspelling sentiment
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words in sentiment sentences, the equal occurrences of sentiment terms in the sentence, the
size of the sentiment words in the sentiment lexicons, and the presence of sarcastic sentences
in sentiment sentences. For example, the sentence “I appreciate the way how he expresses about
narrow-minded politicians”, is a sentiment sentence and it has positive polarity, however, due
to an equal number of sentiment term occurrence (i.e., one positive term (appreciate) and one

negative term (narrow)) in the sentence, the system assigns the sentence wrongly into neutral

example, the sentiment sentence contains a wrong spelling sentiment word (i.e., beautiful) and
the system considers all the terms in the sentence to be neutral and the sentence has neutral
polarity values. If the sentiment sentence contains misspelled sentiment terms, an equal number
of sentiment terms, or not correctly identified the language of the sentiment terms or the
sentiment term does not occur in the sentiment lexicons, then the system automatically assigns
the polarity of the sentence into neutral polarity classes. Therefore, an incorrect polarity
classification of the sentiment sentence into a neutral polarity class influences the performance
results of neutral polarity classes. In general, the absences of a spelling checker, the existence
of sarcastic sentences, and ambiguous words in sentiment sentences have their negative

impacts/influences on the overall performance of the system in sentiment classifications.
5.4 Comparison with previous works

Table 14 Contribution of the Thesis

behaviour. This
results in
decisions being
made on the basis

of perception.

Twitter corpus
was created by
fetching tweets
using the Twitter
APl and

SVM model with
bigram features had the
highest accuracy score,
of 89 percent.

Author Problem solved Approach Result Gaps

(year)

Joshua Sentiment Tweets are A series of four The use of multimedia

M. analysis is yetto | classified as experiments were content to pass coded

Mutisya | be fully exploited | positive, carried out to determine | messages on Twitter is
to provide negative, and which classifier on the rise, especially
insights into objective delivered the best through the use of
viewership (neutral). A results. Indeed, the emoticons, short

videos, GIF content as
well as memes.
Included in building
the corpus necessary

for training the model.
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annotating by

using emoticons.

The system was then
deployed to carry out
similar classifications

on Tweets obtained via

It would be useful if
such type of content is
considered.

knowledge gaps
or problems in
sentiment analysis
of sentiment
sentences, which
are usually
available on

social media.

negative, and
objective

(neutral).

sentences, which are
usually available on

social media.

the Twitter search API.
we This research, A rule-based Attempts to address the | Model ambiguous
therefore, approach is knowledge gaps or sentiment words help
attempts to classified as problems in sentiment to perform proper
address the positive, analysis of sentiment sentiment

classification

5.3 Contribution of the thesis

The findings of this study can have considerable contributions as explained here.

Use Tigrigna language to study sentiment analysis on social media and help serve as a

bridge for another TV sentiment analysis-related work.

Developed an algorithm to recognize the language of the input text from emotional

sentences.

Developed an algorithm to detect and determine the polarity value of sentiment terms

from Tigray TV sentiment sentences.

Constructed the Tigrigna sentiment dictionary for sentiment word detection and

polarity weight determination in sentiment sentences. Developed a sentiment analysis

system to analyze and classify the sentiment polarity of sentiment sentences.
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CHAPTER SIX
CONCLUSUION AND RECCOEMMENDATION

6.1 Conclusion and recommendation

There are many social media sites in different languages all over the world. The content of
information available on social media can be in different languages. Due to the high availability
of text data on social media, it needs to process social media text content written in the Tigrigna
language and an easy-to-use format. In this regard, sentiment analysis attempts to use various

methods to analyze and classify sentiment sentences based on sentiment polarity.

This research, therefore, attempts to address the knowledge gaps or problems in sentiment
analysis of sentiment sentences, which are usually available on social media. To solve this
problem, this research investigates an open-source tool that provides various services. This
research work has studied the language behavior of Tigrinya, especially its morphological
characteristics. A comprehensive review of sentiment analysis in social media and related fields
was conducted. An understanding of technology and language behavior allows for the
development of requirements for each component of the sentiment analysis system. The
Tigrigna sentiment analysis system consists of a preprocessor, a language identifier, a
morphological analyzer, a sentence builder using roots, a sentiment word detector, a sentiment

word polarity weight determiner, and a sentiment classifier component.

When developing the sentiment analysis system, this research uses language identification
components to perform morphological analysis and detect sentiment words in the
corresponding language in the input text. These languages come from different families and
have their own written. To maintain data uniformity and consistency, the Ethiopic script
representations are less complex and contain small numbers of letters. Analyzing sentiment
sentences is based on sentiment terms in the Tigrigna sentiment lexicons and some rules for
detecting and determining the polarity weights of sentiment terms were built into the sentiment

sentences.

Finally, to verify the goal, the sentiment analysis system was evaluated using social media data.
The evaluation comes from the performance test of the system. The success of the
demonstration and performance test clearly shows the feasibility of providing the system for
social media sentiment text analysis. To evaluate the performance of the system in sentiment
analysis, 764 sentiment sentences were collected from different topics published on Facebook
and the website. To prove the effectiveness of the system accuracy, the recall, precision, and
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F-measure evaluation index were carried out. The result shows that an average precision of
84.00%, an average recall rate of 83.00%, and an average F-measure of 87.00% were obtained

from the experiment.

In general, the values of the evaluation metrics are encouraging, the large size of positive and
negative sentiment terms in the lexicon, appropriate language identification, concerning the
effects of valance shifters, and negation term terms sentiment sentences are assumed to
improve the performance of the sentiment polarity classifications. This research shows

promising results, but more comprehensive future work will improve more discoveries.

6.2 Future Work

The main purpose of this study was to design and develop a sentiment analysis system on social
media. To develop a full-fledged sentiment analysis system on social media, it needs
coordinated teamwork from linguistic expertise and computer science knowledge. Even if the
system had already demonstrated good performance in the realistic setting, still it needs further
progress. Future work may address the following to have a full-fledged sentiment analysis

system.

« Build a more comprehensive list of positive, negative, and neutral emotion words to
improve system performance.

» Language identification at the phrase level and text level helps to include sentiment
classification using phrase patterns.

« Develop sentiment terms for specific domains to consider domain-related sentiment
terms and improve system performance.

» Modeling ambiguous sentiment words helps to perform proper sentiment classification.

» Modeling satire or satirical sentences can help reduce misclassification of emotional
polarity.

« Analyzing emotions at the feature level helps to determine emotions towards specific
features/aspects of the subject.

 In the future, more corpora should be developed for Tigrigna sentiment analysis using
Machin Learning.
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Annexes

Annexone: Sample Tigrigna Positive Sentiment Words
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nogPNN
Fo9eNN
oI
Ao
hdgeNN
gohgenNge
googRNN+7
Ha9°NN
HY 9NN
HY9°NNN
HYygeNN 9o
HY9°NNN7Y
HY9°NNS
oo+

&%
&PCt
N&dPs
&¢dt
RGP
t4.eCT
T4.€LT
+4.eChr9P
t4.eC9"
A& P LFIT
hA&PLTT
HEX I
n&$C
HES A

N A
gRe P9
MmHA
M. h AT
mAAFT
@AY
@A AN
M h, A9
@ AT
@A At
™h.ANT
@A\t
DAAT
oA
FmhA
hao-hiv
nNr@-AhaA
nm-hA
IO M- egP
Fe@m=-AA+TY
go @A gD
™AhA
HBHA
HOHAT
HOHAN
HaOAANIP
HOAHANT
HO-AHAT
PAHA

47NN
0NNt
147NN
d9eNNF+
STLIN
Q9°NNG
99°N.N7Y
Q9o 9o h-ge
qgen N
046NN
06N.N+7
noNN
AONN
hoNN
0-9°NNF%+
gohgeNNge
HEY®
+24%
+21%G
+24%+;
+21%%Y
+21% g0
+21.39°
+81F$ %90
+L21.F+7
+21PNn7Y
+L1§g°
+21%
+255%F
n+erd
L
et
neyd
et

go e g ggo
go e g IS+
Heyd
HeY$+
HEeYPh
HeY P9
HEeI PN
HeY$q
H7C9™



HANPS
Fhin
TAHIN
TN
ANt
ANt
th1A
th1NG
+H1NY
+H1NNIP
th1NgP
th1ATIP
+Ah10+T
+H1NN7Y

AAIN

A
AthIN
AN
gohINgD
gohIntY
gohInFIR

FhIn
FhInTt
Th1IN
HtAIN
Ht+hint
HtAHihN
uEavihs
913
HEAHINNTY
HEAHING
ANIRTT
Ange
AN+
TaNge
nange
naNae
ntTaANge
RN
naNm
Anae
ANIRY
ANADY

mANOS
amAno
aAnOs
mAN0S >t
aRAN0Y
aAnon-ge
amAnd
ngeAnd
+92AN0
ngrAho-
AtTIRANG
nIeANY
ngrAho-
gegeAndn-
91:
gRgRANG
9‘D
goIRANG -+
amAnohYy
goANROt
gngnAhogn
gogRANS -+
gRgDANGf
913

HAPANO
HARANOT
HanAhoN

HARANO IR

HARANONTY
HAANOST
@/,

m/h
LAY
LA
CLTAN
@/ Trge
@AY
@Rt
AMCH
ATICT
ATMCH
AMCH
AT
gogRL T
gogR L g

HTONAT
NAM-Y
AAM7
NAM.S
NAM-T+
NAMT7Y
AAM. g
NAMm.s o
AAM.TFIP
NAM.5+%
NAM. 1A%
NAMTt
NADTIT
ANAM T

FHAMDTY

nANADE
AtTNADTY
ANAMT
ATNADE
goHAMS IR
goAAMG+7

FONAMG I

HAAMYT
HAAMTT
HAAMTh
HAAMTh-
HAAMTATY
HAAMST

ngeLt
Aae/,
NLT
Ade gt
LT
nmchge
haq. 9
AT TIP
N+
NT.Cn%
NFeCt
nNgeCrt
ANIRC
nNIP4

PAT
Py
eAT
€N5T
PN
$A. 79"
PAFI"
$ATFID
PAT+Y
PN TR
PNt
$ATH
nPNT
APNF

AtPNT

neng
nteny
PAPID
PPATHY
FOPAT R
HeAy

HeN 1T
HPNTN
HeAT-9P
HPNTNY
HPNG
NA&S
Nc&x

NAR
NA&T
NART
NART
NA&h-g°
NA.Rg®
NA&F9"
NA&+7
NA.&RAY
NAZt
nNA
TNag
ANAR.
nTNaA%
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+9m+
+om+§
+omFt
tom+
T3P+
+9P+n-ge
+4P+9°
TR 9"
TR+t
+32+h7
+9 M+
+9m++
nom+
nom+

ntrom+t

hom+
Ot
d@-F+
TROPFI®
FROPF+7
+34 P+

H+amd+
H+om++
H+am+n

H+YDF9

H+aDF+0Y
H+YD+q
A5

A2N
ARANS
A8 NP
A8 N
ASNT
AALM
hALN
ATALN
nALN
th&NT
t+h&NN-9°
th&NTD
+h8.NFI°
+h&N+7

OhAT
PhAA
@A
@At
Mm.oMm.0
POH®O
POROT
m.OMm9t
POROY
POHRON-I
PORPI®
PORYTI
PORYTY
POH®ONT

M- O0M™0t

@™-6P0
POHDOT
To-om-0
nom-om.o
h@-O6@-0-
nt@-O@m-o

ho-60m-9
gom-OPoge
ToMm-OP07Y
gom-gPoge
HPOMO
HPODOF
HPOMON

HPODON-IP
HPODONT
HPODOT
@™0%P0
M.k
@2
@™-¢N+
m.$ Nt
®$NY
N9
Mm¢Nge
m$N+I°
meN+%
meNhY

+17Z0e
t149°9
+149°+%
T1C9"
+7402%
+149° 9P
+129°9"
+14MF9°
t+74M+7%
+149°AT
+140%F
At1Coe
nepae
At 9P

ne1Zem

goa . qoge
AR
goaZ.qoge
H7¢am
H1m™F
H749PN

H7Z9° -9
H7Z9°%
H7Z49°8
HAT

+A7¢
+ALT
+ALh-9®

+ALe7Y
+ALegm
+ALPFIm
+A1Le+7
+ALhY
+hget
+A7¢
+A70%
TN

Y
AR,
ntTA1e
nnTe
nATe



ANIRNRIR
AN
ANT9+9o
AN+
ANIAY
ANge+
AN
FeANTY+
FoANTF
913

HANG®

HANA®+
HANGPN
‘HANgR-g®
HANTPATY
HANGRS
APU

A®U

ARUT

APYF
nA®-U

gRgR LN+
TN
gogn . hoo
gogR L h Yy
gogR L g
HMTh
HML T
HTZ AN
HI A9

HMLANY
HM AT
goRA
angx
aDERAG
goFht
anERTY
o h 9o
aDFAgD

D ER$gD
aFh+Y

AThTRC
nAIPe-
AFTNIRS

e N/CT
PNt
goNTH L FIR
HAARL,
HATRZ T
HAARCh

HAGRCH-I®
HATCAY
HATRCY
CMreh
TN
A

b
NS

Chht

NATY
NAhnge

ANAR
ANAR.
FPNARTD
FRANARTT
JoNARFIR
NARTF
HAUA
HNART
HNARN

HNAK RGP
HNAZA
HNAKT
neus
N4U

ncu
neus
N4yt
neuy

n¢un-ge
nevoe
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+h&NA7Y
ThEN
th&NID
thEN
+heNT
goASNID
goALN+Y
H+ALN
Ht+ALNT

Ht+h8ANN
HtALNMIP
Ht+hLNNY
H+h&NT
rCo

nco

neog
hCat
ANCo

ahco-
hthco

@>>N+t
&
.2
@>-3Ng
N~
T3
no-¢(r
ht@meN
h@o-3N

gom-PNIR
gom-PNY
gem-PNIR
HDO$N
HO$N+
HO$NhN
HOPN IR
HDPNNY
HO$PNG

HOIN
AOTN

NG Ego
oG P+
goAGEgo
HATRO Y
+ha9gam o
+Na9Gam 6q
+heOge
Fhamoams
+NeBH 07

+NTBOTY 1
912

+ham a9
91)
+NTBOTY 1
912
+haoa Y,
+7
+ha6aOh
n

LT
nhaa6ang.
ENTLTYLT)
nhapaRe,
nAERHaR0.
grhgraqpgn



AnnexTwo: Sample Tigrigna Negative Sentiment Words

nLrh2gP
n.AhLy
nh8go
Ah8fgo
Ah8+7
g+
NéA
N&A

N Ao
NdAY

N Afgo
N Aty
N&AT
HN&A
HN&AT
Hh& A
Hh&hR
Né-hT
The&a
nNtN&A
NéAt
g A,
HN&A
NéAt
MIEAT
MTEA
MYEAT FF
med
meP
08 %q
meFt
LR
M8 g
M8 Fg
®8.P+7
HOLP
HOLP+
HDLP
HOLP
o2 Pt
M)A
+PhA
+PLATD
+PLAT
+PLATI

Né-8.
N2t
nees
ne v
ne e+
A2
neet
AtThce
AnCe
nZet
IoNGPTY
geACegm
oGPt
ORGPt
Hhep
Hhe P
Hhee
Hhees
HhZenge
HhZen7
qne
Gy
ines
Jnengo
9neny
N2+
netom
nyne
nYNE
mynLt
Nnet
HYAP
HYNPF
HYNL NP
HYNEATY
HINLS
qNe
Mot
aly
00t
nYy
nYya4
FRUNNT
gRUANP
FRUAATID

an hHY,
aohHLF
NehHF
nthT
nehHY
NehHF
AchHY
anhHE
AhH 5P
AchH1Y
AchH. TS
AhH St
hH7
A1t
hehHY
HrhH7Y
HL1%
heI
NHLI
hahah
amAATATR,
HAhADAT
hahahrt
P
ENaLY:S
PNLEE
T Fg0
M FY
A St
HAhaoS
HhdEF
HAhMOE
Hhaodg
HAha®dBAY
‘HAhdD P g0
Nhamd
9o
Ahirm+
Ahirget
B
nAND
AAHMF
AANGE
nANT
HhnAdD

aong.
ang.+
aom-+
H9P+
HI°P++
HIP+
HR
ame/nsg
a e /N8t
gt
haog g
ang g
HARRK
MANCt
+aNd,
+ANZT
H+ANL
HTANLF
HthNS
HthN s
aAANCt
Alrdt
AlC
gogRl.C
AL,
G T4
ATLCS
haacc
A+ace
aag/
HMCe
HC e
AT
ATRLLT
nNCsL
gecng
+ZN&
+/N&t
TN&T
ntcne
ncns
CMa+
CN&t
H+ZNA

neH
NeHE
oV}
NZHY
AgHI®
g°N4H
nPL
ANFP
ANFPT
NP P+
Ht+APP
H+APPF
+AFP
nye
N4,
e
74+
&S
e
N1&.y
HAT,
HATE
HATS-
nLeg
f1&.y
N14Rgo
A1+
HATE,
HATE
AT
DA
NATT
HAARYT
HARTT
g
fhe,
Ahet
et
HANZ
HANZE
HANC
nem?y
e+
A Pm
L0k

2yér
L&/l
L&t
£l
HRY&Z
HLY$LT
HL$4
HLY$CT
LNl
Eh%CS
£.PNAN
L. P NeNT
£
LHH
LYHHT
LHHHID
LHHHY
8. HT
LAHH+Y
LYHHFI
‘HLHH
HLYHHF
HLYHH
‘HLYHH
27H

e VB
et
NEY7%
mny
Mnyg
MN45 >+
ya I
TPt
149
140+
T A
FhAFT
HIHA
HYHAT
HYHA
HYHA
Fh.AegP
AT
T&AT
12

At
&HH

& HH

& HHI®
&HHT
&HHY
H4.HH
HE HHT
HE HH
H&.HH
4&AhAPT
4hAm-
4AhNMm
4P
4hA,m7
Hé-hAD
Hé&-hNDT
£hn
enn
£hh
ennt
[Sdalaley
HENA
HENA
£enny
HENA
MAay 9o
HMAd>
HMA
OVLE
MAT,
MAgR+
MA, 0o
MA. 9
MAg®
Mmgoet
Mmaregp
Maee+t
ma- et
Ma.2q
Ma,P7
Mman,e-ge
NeASF
neA
Nea



+PLA+Y FEYAA+T
APTh RUAN
APTRT HYAANT
APIIAT HYAN
APLAT YAM
APIAL HYAAT
HA&C HYANNY
Al hed
Ahd LT nhhCE

ao el nhhCE
Hrh& 4 a4
Hhd.¢- HhlP
HASP HhlPq
A Hh PN
Abby Hhl P90
neEF HhC®
HANANA HhCE
aANhNA, hCE-&
AhNAN A hChGF
HANAAA AhCEE
mhhhkhht  ATHCES
He s goh 429"
PN gohCELT
an A, IO hCE-&T
a bR+ hCELL.
hPAAT hCLLT
APAA HACLL
AR NegD HACLLF
APRAAT 438N+
HYHO RTINS
H}70 NY1eN+
HY70% Yyhe
HYYT +Yn.eq
LaoAA +Yh,pgo
LIPANT +YN.e7
Adpy unPt
A9y, H+yhe
A9y F H+Yynet
Ay H+yhe

HANIDF
HANTPT
gohAqRge
gohAaeYy
gohnmg
hi-C
hAC
ANt
HANL
HAhNt
HANCT
hAC
7ty
HANL
HAhNLF
NHANL
vt
hCP
AP
it
Alk

Hl @I
AP+
NhCP
AthCP
NHCE
NHCP
hhd &9
hchd T
hchd$
Ml ST
hchd
hchd &
HhC#®
Mhl et
Jrm-2
+47IMP
+Y7Mme+

+1IM.es

H+<N&T
ACNg
ncNa.
tZNR9P
+ZNA7
g PA
+AEA
+REAT
+APAG
+ASA T
ATAPA
MRS,
H+APA
H+APAT
HAPA
gohang
qaog
qang
qangt
qm &g
+qang
+9angt
‘HFqaog
HT9aeR T
H+eang,
‘H+Qang
‘H+HYaR &g
9ang,
$5h
$Yh
$ThYt
$Th,

HP YA
$5hT
$Yhht
$Mm.y
$m7y
&m0

&mo

Nrh
cNAT
hAt
HZN
HLNA
nZNA
NN
ZNA
ZNi,
Nt
ZNAT
MRS
NN
ZNALT
¢np
N/
HZNA
+ZNA
+/NAT
Cr9®
Z1am
/7004
41979
H+700
H+Z7100%
CrmM+
Z19rgm
ALY
n4m,
N&.M
A& m*
Mé.m
NE.Mm
ArC
+R7¢,
+A 14t
+A1CS
+A1Ce

neic

180t
H1LA
HI12AT
H12A
FERT
18 A
+18 A
+12 At
+18.h9P
+918.R7
+78. 5 %90
+18.h+%
Ht1L kA
H+1EAT
H+H18 ke
H+I1L A
17
1+t
9L
1h&
14T
18 A,
18 A
18.R9"
1& AT
18R
8./ FgD
18R+
18,45
HI&A
HIE&AT
HI & ke
HIE A
HIEAT
18 At
At
MAdD
MA9°T

Mmqrge

+NeA
N&A7
N&AF9go
N&A+7
HNLA
HNLAYT
+Pman
+$Pay,
+$m-qe
+PmIet
+Na
+hA%T
nthA
+aAA,
AAA
AAA,
FAA
ARt
+add
+acl
+84C+
+2409°
ao(CH,
ao(CHgP
Yhet
Funet
+4Y73m, e
+47M.P7
N9yA7
nce
N*ret
a0t
MA.a™7Y
MAT+7Y
Nt
nhe%
nhet
HhAS.

HNAS



AnnexThree: Inflection of Tigrigna Sentiment Words

Word Inflection | Analysis Latin Prefi | Stem Suffix | Root Root
X
M M M Sbuq - Sbug - Shq )%
M+ ZMr$-+t Sbug-ti - -ti
N&M+P N-2M+$ b-Sbug b- -
&Mt &M&-xt | Sbug-at - -at
ANP AN.P-A Sebig-e - Sebiq e
ANPT and-q Sebig-na | - na
AN AN.P-AY Sebig-en - -en
an&nge | aNP-nrge | Sebig- - -kum
kum
P\ﬂ.,%gn P\ﬂ,EP-}\Q'D Sebiq—om - -om
AT | ANP-AT9 | Sebig- - -atom
atom
ANt aN&-~+73 | Sebig-aten | - -aten
ANPN7 an&-ny | Sebig-kn | - kn
AgN® n-gN& k-Shq k- Shq -
+aNd F-2Nd t-Shq t- -
AtEN$ | ht-aN@ | kt-Shg kt- -
NPT &N$-71+ | Sbo-net - -net
RN n-&N&-h | k-Sbg-u k- u
AtgNe | nF-aN@- | kt-Sbg-u | Kt- -u
He
nENP n-gN$-» | k-Sbg-a | k- -a
RENSIe | -2 NS- m-Sbag- m- Shaq -om
ho® om
NPty | PRNP- m-Shag- m- -aten
Aty aten
gexnNgt | 9°-RN$- | m-sbbag- | M- -atom
e ATgP atom
HANG ‘H-aN$-h | Z-sebag-et | z- Sebeq e
HAN®*+ | H-2aN$-A% | Z-sebag-et | z- -et
HAN$N H-2N$-n | z-sebeg-ka | z- ka
HANSN9° | H-ANS- z-sebeq- z- sebeq -kum
go kum
HAN®AY | H-aN$-n7 | z-sebeg-kn | z- -kn
HANST H-aN$-§ | Z-sebeg-na | z- -na
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AnnexFour: Sample Data of Sentiment Sentences
1. 1l HAATP TAOA, AR

NNFI4LINEHAEHENMIPLN NYAL
NMo T, &N NYAL
AHLCANT07 2N £APRN HANA
NMOTAR BN FNADALHY 9&NT +HAC
8878 NCTO

P THAATTL T2 0™t Il

£19°n +ZANE HENAE

O 0 N o U B~ W N

ALPARY LT HAYT AT,

=
o

294 LLN NYA,

[y
[y

. MY aY LA HNTFEAITOA P

=
N

. T2 FANT INIMOMAPHL FON-9Pd6-AA

[EEY
w

. 1948 AT IR AR

[EEY
&

. ATTRMLATTANNATHAANNAR HAPTR::

[EEY
9

. HBWh AR 1T A& AR

=
o)}

. HBAR HIET AR

[EEY
~N

. HeCMPHING AT H 3G R4 UHN AN INUATIRINNCTHIRANENAHT

FOMFPhPLCNAR

18. 72194 2HARYINHAH+HCRATLATT N IAS AN A FAN7AThANTIANZAN TA,
NP TNAATUICTIIATRARTIONSARILS: = TRANHALANPIFNTALARAP::
TCFTNIMCOLENANICNLANETTLLALILGAP: AHLNTHPAAAP

19. @NHARAN7 AN FSEHEUNNAHINZT BANT T LMANZANTL LT NHNABT T

FRIRNNIPHING:

NFRAMTANTE P I HTUHN A NHY AR+, 7T ANTFAD A IR TIMC T /AL

CAHRIPNGAMFEAFTLLARIRCIPACIR:MRHA AADYL 9 F+0D 4.9 0 £ PARY £.4.::
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AnnexSix: Questioner Tigrigna and English

SE PTG AL TUCT HFEA
9L 1A&L AN T Tavant Nk ¢ HETTE HAh omEeD
5L mmed 3147
NFENT “ICeT e300 MNP THC ALTN FPUCE FRIC 720G 594 F°Cavs.
FP9RAN Hho? SL TICTE 238 aealt WL HooSP £hTieE NHLFA aoilT
hTo+eLHe Wy T8 1948 AT Tovaht daf aeang AT 79504
AMhT I 0T AR

FTHUAL® F9AT AdL9°T Yau (177
k- 1268 BAILKC T T4 A0
Am I:I HAeTiT T

aANTH® Ao ATTNET M0 AFEClE HALT® chF L7206

aANTR AETTThT AT HEr PRI PR £708
|
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Department of Computer Science
Complete questionnaire for Tigray TV viewers and non-viewers
The purpoze of the questionnaire
St. Mary's Umiversity's Computer Scisnce department 1z 2 complemeant to 2 master's dagree mn
razzarch m Tigrizna-based Sentimental analysiz on a modern Tigrigna-languags talavizion
viewing system.

Thank vou very much for vour inguiry

Q- Are vou & viewer of Tigray TVT

e Mo
If vour answer 15 ves, let me know what vou thmk or feel of the TV

If not, write down why vou do not aﬁ&udj
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