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Abstract

Technology advancements, such as social media, are now essential tools for connecting with the
rest of the world, including political figures, governments, and social media activists. Recently,
people have used social media to express their opinions about a particular subject or target. There
are numerous uses for stance classification or detection in the world of NLP. Such as automatic
stance recognition of whether a community is for or against a specific point of view in relation to
religious and political issues, either in favor or against the stated targets.in this study, we
constructed our own dataset with a total of 3,126 comments, of which are targeted Prosperity
Party. Once the data has been collected and annotated using annotation guidelines, after that, the
data were preprocessed, and morphologically analyzed. Then, we have used 4 different types of
feature extraction techniques: BOW, N-gram, TF-IDF and word2vec and we trained three different
machine learning algorithms SVM, LR and RF using each feature extraction techniques. according
to the results from the experiments, we achieved accuracy score of 0.82 using TF-IDF feature
extraction and SVM. based on these results, we draw the conclusion that the political stance
classifier performed better classification utilizing feature extraction techniques using TF-IDF and
SVM machine learning algorithm.

Keywords — Stance, SVM, Natural Language Processing, Political Stance Classification, Stance

Classification



CHAPTER ONE

INTRODUCTION

1.1. Background of the study

Nowadays, social media is becoming a key medium to communicate with the rest of
the world, such as political leaders, governments, and activists operating within social
media. According to DIGITAL 2022: ETHIOPIA, 29.83 million internet users in
Ethiopia in January 2022. This is evidenced by the number of Ethiopian individuals
who have created personal Facebook profiles, which reached 5.95 million early 2022.

[1]

As a result, there are certainly more Facebook users, and higher political involvement
occurs on social media. Naturally, social media platforms are quickly becoming
Ethiopia's most popular instruments for political debate. Even though social media
networking sites are a new mode of communication for political discussion and other
social concerns, they can be easily adopted by a significant number of Ethiopian users.
We have seen several Ethiopian social media political parties and activists with tens of
thousands or more followers on various social media platforms such as Facebook,
Twitter, and others. A significant component of social media is that it allows users to
openly voice their opinions without interference. [2] [3]

Stance is defined as expressing the speaker's point of view and judgment on a given
statement. Stance detection plays an important role in social media, especially in
analytical research that measures public opinion on political and social issues. [4] The
nature of these issues is usually controversial, with people expressing disagreement
over distinct points. Social issues such as abortion, climate change, and feminism have
become target themes for stance detection on social media. has been used frequently.
Similarly, political issues such as referendums and elections have always been hot

topics and have been used to study public opinion.

In general, the stance classification process is also known as point of view recognition,
in which perspective is identified by expressing an attitude about the object of
controversial issue, whereas stance classification is based on various personal, cultural
and social. It is a sophisticated process related to aspects. For example, political stances

depend on empirical behavior as indicated by. And also, social media users can directly



express their opinions by posting about topics, or indirectly infer attitudes from

interactions and preferences. [4], [5], [6]

Stance detection or stance classification in the field of NLP has a wide range of
applications. such as Automatic stance recognition of whether a community supports
or opposes a particular viewpoint related to religious and political topics. Stance
identification has also been shown to be beneficial in the development of
recommendation and market forecasting systems. Most notably, it has grown in

relevance in the identification of rumors and fake news. [4], [7]

1.2. Motivation

Stance classification is a newly emerging research area in the field of natural language
processing. Since this research area is new, limited works of literature exist, so,
different social media platforms are available today, and people attempt to express their
stance toward a certain topic by using these platforms. Analyzing and classifying the
stance helps to support decision-making by knowing the current topics and identifying

stances toward those topics, whether they are against or in favor.

1.3. Statement of the Problem
Recent advancements in mobile computing and the Internet have led to an increase in
the usage of social networks to communicate and express all types of perspectives,

which has enhanced engagement and idea exchange. While it offers such benefits. [8]

Stance classification has been mainly used to identify the attitude toward an entity under
analysis and to allow the measurement of public opinion toward an event or entity.
Analyzing the stance of the communities that are posted on social media platforms helps
to understand and classify the stance in favor or against. [5], [6], [7], [8]

Nowadays, we have witnessed different problems arising in our country, like people
being displaced from different regions due to civil war among different ethnic groups,
unemployment, and the spiraling cost of living. Such problems are raised by not
understanding people’s interests or viewpoints toward government policies and other

public interests.

Due to context-specific linguistic, cultural, and technological differences, particularly
in social media communication, most of the research on stance classification of social

media to assess people's view point toward a particular topic has been concentrated on
2



the English language and European languages. [9], [10], [11] As a result, the existing
models and approaches for the majority of resource-rich languages cannot easily be
adapted to Amharic. [12], so this study's aim is to use machine learning techniques to
analyze various Amharic comments posted on the prosperity party page in order to
comprehend people's attitudes regarding various issues. This study addressed the above
problem by answering the following questions:

1. Which feature extraction technique can better represent the amharic political

stance dataset?
2. Which machine learning approach and algorithm can better classify the stance?
3. To what extent proposed model is efficient?

1.4. Objective of the Study
1.4.1. General

The main goal of this research is to build a model that can classify social media users’

political stance from a piece of Amharic text.

1.4.2. Specific Objectives

To achieve the general objective, the following specific objectives are identified:

> To review relevant previous studies to find suitable methods and techniques.

To collect and prepare dataset.

> To identify and apply different feature extraction mechanisms that are useful
for our classification.

> To develop an appropriate machine learning model for the proposed work.

A\

» To compare and evaluate the generated classification model using different
metrics.

1.5. Methodology
1.5.1. Research Design

DSR [13], [14] is a problem-solving paradigm that aims to improve human knowledge
through the creation of new artifacts. Simply said, DSR attempts to advance technology
and scientific knowledge through the creation of novel objects that solve issues and
enrich the environment in which they are realized. The outcomes of DSR include both
freshly created objects and design knowledge (DK), which gives a more complete
understanding of why the artifacts enhance (or disrupt) the relevant application contexts

through design theories.



1.5.1.1. Design Science Research Processes

Activity 1. Problem identification and motivation.

This activity defines the specific research problem and justifies the value of a solution.
Justifying the value of a solution.

Activity 2. Define the objectives for a solution

The objectives of a solution can be derived from the problem statement and knowledge
of what is possible and practical.

Activity 3. Design and development

An artifact is created. Conceptually, a DSR artifact can be any designed object in
which a research contribution is embedded in the design. This activity includes
determining the artifact’s desired functionality and its architecture and then creating
the actual artifact.

Activity 4. Demonstration

This activity demonstrates the use of the artifact to solve one or more instances of the
problem. This could involve its use in experimentation, simulation, case study, proof,
or other appropriate activities.

Activity 5. Evaluation

The evaluation measures how well the artifact supports a solution to the problem. This
activity involves comparing the objectives of a solution to actual observed results from
the use of the artifact in context. Depending on the nature of the problem venue and

the artifact.

Nominal process sequence

PROBLEM IDEN- OBJECTIVES OF DEsiGN & DE- DEMONSTRATION EVALUATION COMMUNICATION
TIFICATION & ASOLUTION VELOPMENT o
MOTIVATION n Find suitable . Observe how *|  Scholary pub-
What would a Artifact % context _E_'{. . effective, effi- o lications
Define problem 2 befter arfefact - S e g g cient g g
5 accomplish? 5 o 'g Use artefact to  |® 2 a2 Professional
Show impor- .dé‘ 2 % solve problem |8 E lierate back to 2 E publications
tance = = I T =< desian o=
A A A A =
PROBLEM CEN- OBJECTIVE CEN- DESIGN & DE- OBSERVING A
TERED &P- TERED SOLUTION VELOPMENT SOLUTION
PROACH CENTERED AP-
PROACH

Figure 1-1 DSR Diagram [14]



1.5.2. Data Preparation
To examine the stances, we utilized datasets that contain ground truth labels for stances
toward three topics The data were collected from different social media platforms using
the tool Facepager, after the data collection the next step is the text pre-process step in
this phase there are several steps to accomplish the task such as removal of unwanted
characters, tokenization splitting sentences into words, stop word removal and
stemming transformation of a word to its root form to reduce the computational cost

using HornMorpho.

1.5.3. Tools and Techniques
in this study, a machine-learning technique is used to build the stance classification
model, machine -learning technique can be from one of the three approaches.
Supervised, unsupervised and semi-supervised, but a survey of stance detection studies
shows that many scholars who used the supervised approach achieved a tremendous
classification accuracy than other approaches. The supervised approach required a
labeled dataset (a stance dataset is annotated using a predefined set of labels, either in

favor or against) to predict new data classes based on its previously trained data. [5]

1.5.4. Evaluation
The four main metrics used to evaluate a classification model are accuracy, precision,
recall and f1-score.
Accuracy is defined as the percentage of correct predictions for the test data. It can be
calculated easily by dividing the number of correct predictions by the number of total
predictions.

Accuracy = Correct Predictions / All Predictions
Precision is defined as the fraction of relevant examples (true positives) among all of
the examples which were predicted to belong in a certain class.

Precision = True Positives / (True Positives + False Positives)
Recall is defined as the fraction of examples that were predicted to belong to a class
with respect to all of the examples that truly belong in the class.

Recall = True Positives / (True Positives + False Negatives)

F1-score is balancing precision and recall on the positive class.

F1-score = 2 * (Pression * Recall) / (Precision + Recall).



1.6. Scope of the Study

The study focuses only on detecting the political stance in Amharic language text using
machine learning. A new dataset that is built by collecting Amharic text posts and
comment from public Facebook page of prosperity party from 2021 to 2022 and
annotating the post or comment into two different classes, which are in favor and
against concerned with the target, Prosperity parity the study implements machine
learning classifiers for the stance detection model and evaluates the result of the models
based on the classification accuracy metrics.

1.7. Limitations of the study
This study comes across limitations in a different phase of the research process. Since
there is a lack of other studies for comparison stance detection for the Amharic
language, and also a lack of shared public dataset and model for Amharic stance
detection.

e Our study not includes Emojis and idiomatic expression.

e Does not assess Latin Amharic language and multi-target stance.
1.8. Significance of the Study

1. It helps the government to improve the quality of services.

2. Used to make decisions.

3. Used to understand people’s viewpoints toward a certain policy and help to
identify and change the existing policies.

4. Help the government to have information about what are the current political
questions or people’s interests and answer those questions.

1.9. Thesis Organization
The study consists of six main chapters including this chapter. other chapters are

organized as follows.

Chapter Two: deals with literature reviews on stance and stance detection.

Chapter Three: discusses the methodology and describes the general architectural
design for Amharic stance detection.

Chapter Four: discusses the implementation of the stance detection model and the
experiment and result discussion of the machine learning model are discussed.

Chapter Five: Conclusion and Recommendation of the research work with on possible

future works related to this research are discussed.
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CHAPTER TWO

LITERATURE REVIEW
2.1. Introduction
In this chapter, we review similar works to our research in the fields of machine learning

and computational linguistics and methods and common text classification features for

Stance classifications in prior works.

2.2. Amharic Language

Ambharic, a Semitic language that belongs to the Afroasiatic languages family and is
related to Ge,ez, is the official language of Ethiopia and the second most widely spoken
Semitic language in the world after Arabic. also, Ethiopian. Each of the 33 fundamental
characters has seven different variations depending on which vowel is to be pronounced

in the syllable. Amharic was the only official language of Ethiopia up until 2023.

Ambharic Alphabet

U U-4L 49 4% HHHTHKET ™
nNnNALANA N P B P QP
b h-choh hech b 2 22 R RARE
go go-09. 0§ 0%, 9O GO FEELIETETEE
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ETHIOPIAN ALPHABETS

Figure 2-1 Ethiopian Field Characters [15]

Fidel, a Ge'ez script and alphabet where each character represents a consonant and

vowel order in so much as the consonant dictates the form of the letter, makes it simple

to write Amharic.



In Amharic, alphabets or letters are visible in a grid system where consonants appear
vertically and vowels in a horizontal fashion. The grid below offers a simple and quick
way of understanding Amharic and getting to comprehend it for the purpose of proper

articulation of sounds. [16]

Despite this, the Amharic language is considered to be one of the "low-resource"
languages in the world since it lacks the necessary tools and resources for NLP (natural

language processing) and other techno-linguistic solutions. [17]

2.3. Natural Language Processing

NLP is a field of Al which is used for improving computers' ability to interpret human
language. Databases are highly organized data types. The Internet, on the other hand,
is fully unstructured with only a few structural components. In this scenario, the

ultimate objective of NLP is to comprehend and model human language.

NLP tries to turn unstructured data into computer-readable language by utilizing natural
language features. Complex algorithms are used by machines to break down any written
material in order to extract useful information from it. The obtained data is then utilized
to teach robots natural language reasoning. Natural language processing guides
machines by finding and recognizing data patterns using syntactic and semantic

analysis.

2.4. Stance Detection

The basic purpose of stance detection in sociolinguistics is to analyze the writer's point
of view via their writing. The purpose of stance detection is to determine the writer's
intrinsic viewpoint from the text by linking it to three factors: linguistic acts, social
interactions, and human identity. The use of linguistic characteristics in stance detection

is frequently associated with the usage of adjectives, adverbs, and lexical elements. [18]

Stance detection is a classification problem for a text input and a target pair in which
the author's stance is sought in the form of a category label from this set: Favor, Against,
Neither. Neutral is periodically added to the list of stance types, and the target may or
may not be explicitly stated in the text. [5], [6], [19]

While sentiment analysis and stance identification are connected, they are not the same.
Determine if a piece of text is positive, negative, or neutral. Determine the speaker's

viewpoint and the target of the speaker's opinion from the text (the entity towards which
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opinion is expressed). In stance detection, on the other hand, requires systems to
ascertain favorability towards a predetermined target of interest. It's possible that the

text's aim of interest and target of opinion are not both addressed openly. [6], [19]

2.5. Stance detection according to target

The issue of establishing whether a given topic or entity has an in favor or against stance
is known as stance classification. As a result, stance detection necessitates the presence
of a predefined target in order to determine the attitude towards it. Stance detection may

be divided into three categories based on the sort of target being evaluated.[5], [6], [19]
2.5.1. Multi-related-targets stance detection

The purpose of multi-target stance recognition is to understand the social media user
orientation towards two or more targets for a single topic at the same time. The basic
premise underlying this type of stance detection is that when a person presents his
stance for one target, it conveys information about his attitude toward other connected
targets. [18]

Multi-target stance detection is a classification problem for an input in the form of a
piece of text and a group of related targets, in which the author's attitude is sought as a
category label from this set Favor, Against, or neither for each target, and each stance
categorization (for each target) may have an influence on the classifications for the

other targets. [5]
Stance (T|U, Gn) = {(FavourG1, AgainstGn+1), (Favourof Gn+1, AgainstG1)}

2.5.2. Target-specific stance detection
The fundamental form of stance detection on social media may be created by employing
the social actor's attributes. Thus, the key two inputs in this kind of stance detection are:
Text T or user U, and Given Target G

The objective of analysis is the dependent factor in the stance identification task. One
typical method in stance identification on social media is to infer the stance solely from
the raw text, which reduces the stance detection issue to a textual entailment work. [18]

Stance (T, U|G) = {Favor,Against,None}



The primary approach for various stance research is target-specific stance
identification; even for benchmark datasets such as SemEval stance 2016, which covers
numerous themes, the majority of the published work on this dataset trained a distinct
model for each topic (target) individually. [18], the below examples show target

specific stance detection for the target that are used in this study.
Target: Prosperity Party

Comment: “Av-? V242 APFELT PAD- aotv 1ot FhANT IA6T5? POLRLI7T D00
10 109 A7 NPCA T DOTIP $FELPF VIC ACH A XN F

“What is being done in our country now is a complete proof of prosperity, it is a task.

We hope that in the near future we will join the ranks of the developing countries.”
Stance: In favor
Target: Prosperity Party

comment: “PLAIFUT?F TPARI? (@ i 7070 LU P 4,800 19°F HES PUPUT U7
D3P0 AN TOFTITOY JIFAIP A HF7039P (1A s AIPrT UDUT AL AN AT hie PS U 1P
APTPLD <

“Even if you appoint all the good people you want, as long as there exists the TPLF's
tribal Federalism and Racist Constitution we cannot trust each other. In my opinion,

TPLF is leading as a lawmaker in Addis Ababa at 4 Kilo and we don’t trust each other.”
Stance: Against

2.5.3. Claim-based stance detection
The focus of the analysis in claim-based, also known as open-domain attitude
identification, is not an explicit entity like the ones outlined above, but rather a claim
in a piece of news. The first stage in detecting the attitude is to determine the principal
target assertion in the dialogue sequence or provided text. The claim (C), which might
be the rumor’s post or the article title, is the major input to the claim-based stance
identification algorithm. The prediction label sets usually take the form of either

confirming or denying the assertion [18]

Stance (T, C) = {Confirming,Denying,Observing}
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2.6. Stance Detection Approach

Classification/Detection is a process of categorizing a given set of data into classes. The
process starts with predicting the class of given datapoint. the class are often referred
to as target. Label or categories. According to several literature stance classification can

be done is in to three approaches.

2.6.1. Supervised Learning
Supervised learning is used to explain prediction challenges since the objective is to
forecast/classify a certain result of interest based on previously learned history. In this
technique, the dataset is labeled using a preset set of classes that are either in favor of
or against the given comment. Many research has been published utilizing this machine
learning technique and various classification algorithms such as Naive baye, SVM,

Decision trees, and others. [20]

Machine learning (ML) is a subset of artificial intelligence (Al) that enables computer
programs to grow increasingly effective at predicting outcomes without explicitly
programming them to do so. Machine learning algorithms predict new output values by
using past data as input. The following approaches are described in various stance
detecting literature.

2.6.1.1. Support Vector Machine (SVM)
Support Vector Machine, or SVM, [36] is one of the most popular supervised learning
algorithms. However, it is most frequently applied to classification and regression
problems in machine learning. The SVM algorithm aims to generate the best decision
line or boundary that can categorize the n-dimensional space, making it simple to add
new data points in the future. The name of this ideal decision boundary is the
hyperplane. SVM selects extreme points or vectors to construct a hyperplane. Because
of the term "support vectors™ that is used to describe these extreme cases, the algorithm

is known as a support vector machine.

There are two types of SVM Linear SVM and Non-Linear SVM, Linear SVM is used
for linearly separable data, which is defined as data that can be divided into two classes
using just one straight line. The classifier used for such data is called the Linear SVM
classifier. Whereas Non-Linear SVM is used for non-linearly separated data, which
means that if a dataset cannot be classified using a straight line, it is considered to be

non-linear data, and the classifier used is referred to as a Non-linear SVM classifier.
11



The best decision boundary for classifying the data points must be determined. There
may be several lines or decision boundaries used to divide classes in n-dimensional
space. This ideal boundary is referred to as the hyperplane of SVM. A straight line will
be present if there is a hyperplane because the hyperplane's dimensions depend on the
dataset's features. If there are three features, the hyperplane will be a two-dimensional
plane. A hyperplane is always produced using the maximum margin, or the distance
between the data points. Support Vectors: Support Vectors are the nearest data points
or vectors to the hyperplane and those that affect the position of the hyperplane. These
vectors are referred to as support vectors since they provide assistance to the

hyperplane.

@A Maximum
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¢ Hyperplane
Maximum < / e

Margin .
Hyperplane
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Negative Hyperplane Vectors

>
@

Figure 2-2 SVM [21]

2.6.1.2. Logistic regression
LR is a statistical model that models the probability of an event taking place by having
the log-odds for the event be a linear combination of one or more independent variables
and by analyzing the connection from a given collection of labelled data, it helps
classifying data into distinct classes. It derives a linear connection from the provided
dataset before introducing a non-linearity in the form of the Sigmoid function. [22] The
authors [23] used Logistic regression algorithm for rumor stance classification by
comparing the LR model with decision tree, random forest, and naive bayes the model
achieve accuracy score of 80%. In another study [24] the author tried to identify the

public's stance on the bill on Twitter social media. The experiments were conducted
12



using the Naive Bayes, Support Vector Machine, and Logistic Regression, with
unigram and bigram features and the Logistic Regression classifier using the unigram

feature obtains a micro-F1 score of 71.8%.

2.6.1.3. Random Forest
Random forest is an ensemble of many decision trees. Random forests are built using a
method called bagging in which each decision trees are used as parallel estimators and
Samples from the original dataset are used as input for each tree in the classifications.
The features used to build the tree at each node are then chosen at random. Until the
exercise is complete and the forecast is clearly reached, no trees in the forest should be
trimmed. In this manner, the random forest enables any weakly correlated classifier to
produce a strong classifier. [25] the work [26] algorithm to open stance classification
for rumor and veracity checking, and they tried to compare random forest with decision

tree and 1Bk, and the random forest classifier achieved accuracy score of 79.02%

2.6.2. Unsupervised Learning
Unsupervised machine learning methods are very beneficial in description tasks since
they try to uncover correlations in a data structure without having a quantifiable output.
This type of machine learning is known as unsupervised because it lacks a response

variable that may monitor the research and is usually used for clustering.[18]

Recently, there has been a focus on developing unsupervised stance detection
algorithms. Clustering techniques are typically employed in this research, with an
emphasis on user and subject representation on the social media platform. They
developed an unsupervised model utilizing the clustering approach at the author and

topic levels.

2.6.3. Transfer Learning
Some work in this field sought to combine unconstrained supervised approaches, such
as transfer learning, weak-supervision, and distant supervision methods for stance
identification, to solve the lack of labelled data for each target in the stance detection
task. In transfer learning, an algorithm's knowledge from one task is applied to another,
so that in the process of stance detection, transfer learning is used across many targets.
[18]

13



Various works in this field attempted to apply transfer learning techniques to enrich the
representation of targets in the dataset and improve overall stance detection
performance to overcome the shortage of labeled data for each target in the stance
identification problem. Transfer learning applies the information that an algorithm has
acquired from one task to another, such that in task instance detection, transfer learning

is used across distinct targets.

2.7. Feature Extraction Methods

Since different machine algorithms require a vector representation of a text as input, a
feature is a numerical representation of a given data set. machine learning models can
only understand numerical data, so we have to transform the text into some form of a
numerical representation because features are relevant characteristics of the data that
can be used during the analysis and this characterization is one of the biggest
productions and also, it’s providing helpful information about the stored dataset by

creating a meaningful future.

2.7.1. Bag-of-Words Model
The bag-of-words (BOW) model is a simplifying representation that represents a text
as a bag of its words. This type of feature is called term frequency, the number of terms
that appear in the text. As simple and clear as the BOW model is, it has some limitations.
Like disregarding spatial information(grammar) and word order thus, the model fails to
capture the semantic or syntactic relationship between two words. The output is

document-term-matrix.

2.7.2. N-Gram Model
A (n 1)-order Markov model is used in an n-gram model, a sort of probabilistic language
model, to predict the next item in a sequence. In probability, communication theory,
and computational linguistics, n-gram models are currently often utilized. As an
alternative to the BOW model, the N-Gram model can store spatial information in the
text. By storing word co-occurrence information, n-gram models usually outperform
BOW models.

2.7.3. TF-IDF
Term frequency-inverse document frequency (TF-IDF) is another statistical-based
representation of text, term frequency is the number of terms that appear in the text.

The BOW model and the N-gram model only consider term frequency, The TF-IDF
14



model introduces Inverse Document Frequency, which measures how much
information a word provides. By combing the term frequency, and inverse document

frequency, TF-IDF reduces the effect of the commonly used words or stop words.

2.7.4. word2vec
word2vec is a word embedding strategy created in 2013 by Tomas Mikolov and other
Google researchers for dealing with complicated NLP challenges. It can read through

large amounts of text repeatedly to find word dependencies or connections.

word2vec uses the cosine similarity measure to detect similarities between words. If
the cosine angle is one, it indicates that words are overlapping. If the cosine angle is 90,
this indicates that the words are independent and have no contextual relationship. It

pairs words with comparable vector representations.

2.9. Stance detection applications

The major use of stance detection has been to determine the attitude toward the object
of investigation in order to gauge public opinion of a certain event or thing. [5], [6],
[18] The discussion in this part, however, is focused on further stance detecting
applications.

2.9.1. Analytical studies
Stance detection has proven its benefit as social sensing technique to measure public
support related to social, religion and political topics. As examples of using stance
detection for analyzing political topics are studies on analyzing public reaction towards

certain political topics.

2.9.2. Applications related to social-based phenomena
On social media sites, stance detection has been utilized to address algorithmic
problems. The social dynamics on these platforms are reflected in these problems. Echo
chambers and homophily are the two most prevalent phenomena that are present on

different social media sites.

The social phenomena known as homophily is concerned with people's propensity to
make "like minded buddies.” The cascade of specific knowledge among a group of
people is what the echo-chamber is. Social media platforms have exacerbated this social
behavior by amplifying particular opinions among small social networks. As a result,

individuals are exposed to material that supports their own opinions. As a result, this
15



reinforces the prejudices held by social media users and prevents them from seeing
different points of view. In order to measure and address the issues caused by

polarization on social media, stance detection has been deployed.

2.9.3. Veracity checking applications
People are encouraged to rely on social media platforms as their primary information
source due to the quick distribution of news on these platforms. This type of information
consumption raises serious concerns in social media about the veracity of the material
shared, such as fake news and rumor identification. Classifying positions has received
more attention recently as a means of establishing the first step in resolving the

truthfulness verification problem.
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2.10. Related Work

A probabilistic technique for stance identification was presented by J.Ebrahimi et al
[9]. They employed a linear svm trained with word and character n-grams (n = 1 to 5).
The authors provided a multi-way interaction log-linear model that incorporated stance,
the target of stance, and tweet sentiment (STS). They wanted to be able to distinguish
between emotional characteristics and target features when identifying the stance. They

obtained an F-score of 71.03 percentile using the SemEval-2016 dataset.

In the field of stance detection, Liu et al [10]. suggested a supervised technique. Their
RF-based method uses gradient decision trees to merge all of the included classifiers
into an ensemble system that performs a decent job of obtaining minority
classifications. While our method detects a wide spectrum of perspectives, it has trouble
deciphering emotional political tweets. Furthermore, such tweets were topic-specific,
with the same words perhaps having different meanings depending on the perspective
chosen. because this model comprises a large number of irrelevant variables, the
characteristics were chosen solely to aid in the assessment of any tweet with possible

ambiguity difficulties. The reported F-score for the classification was 63.6%.

Using the SemEval-2016 dataset, Elfardy and Diab [11], suggested an svm-based
supervised system that leverages lexical, sentiment, semantic, latent, and frame
semantic variables to detect a tweeter's position for specified targets. They stated that

the F-score in the competition was 63.6 percent.

Zotova [27], suggested a method based on TF-IDF and svm, with lemmatization used
to construct the feature vector. Each word in the tweet is lemmatized; a word is
eliminated if it lacks a root. To build the feature vector, the word list of each tweet is
tokenized and mapped to the tf-idf score. The tf-idf scoring is based on the dictionary
created from the training dataset's unigrams. The suggested method was tested on the

SemEval-2016 dataset, with a reported F-score of 56%.

17



Schiller et al [28]. introduced a multi-dataset learning (MDL) method that uses the
BERT architecture for its feature vector. BERT (Bidirectional Encoder Representations
from Transformers) is an open-source NLP pre-training model created by Google. Ten
datasets from five distinct areas were utilized to train their MDL model. When

evaluated on the SemEval-2016 dataset, the model F-score was 71.62 percent.

In another work [29], an svm-based learning system learns in two phases; the first step
in this system is to assess whether the tweets are subjective or objective to the position.
The tweets are then categorized as either negative, positive, or neutral in the second
stage. These stance detection models were built using a variety of models, including
unigram and feature-based models. The F-scores obtained for unigram and feature-
based models were 72.4 and 68 percent, respectively. suggested a tree kernel-based
approach for tweet categorization that leverages tree representations. Their greatest

performance F-score utilizing their kernel and senti-features model was 60.83 percent.

The dataset [30] used by the authors contains 300 claims and 2,595 related news articles
collected by journalists and evaluated for their veracity (true, false, or unverified).
labeled with. Each relevant article is summarized in a headline and flagged to indicate
whether its stance is for, against, or observation of the claim. Observation shows that
the article simply repeats the claims. As such, Emergent provides a real-world data
source for a variety of natural language processing tasks in the context of fact checking.
After presenting the dataset, we move on to determining the stance of the article title in
relation to the claim. To do this, we use a logistic regression classifier to develop a
function that looks at the headline and how it matches the claim. The achieved accuracy

was 73%.
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2.11. Research Gap and Summary

In this chapter showed an overview of stance modeling on social media. First, we
explained the different types of targets when applying stance detection, namely: target
specific, multi-related targets, and claim-based. Later, the most used features for
modeling stance and different machine learning approaches were discussed and
compared, and we observed that, most of the studies on stance detection indicate,
supervised machine learning approach is most effective for stance classification
algorithm.

From the analysis of related work, we understand most of the research on stance
classification on social media to assess people’s attitude toward a certain target has
focused on the English language and European languages. People write their feeling on
local languages like morphologically reach languages such as the Amharic language.
To the best of our knowledge, there is no work done related to this domain. The paper
tries to review some efforts that were taken in the area of political stance classification
of Amharic texts. The machine learning model will highly depend on the domain that
is being applied in Natural language processing. Learned models often have poor
adaptability between domains or different text genres because they often rely on
domain-specific features from their training data. [12] Because we can’t apply the
model applied in another domain easily to our domain, we have to create a dataset
related to the political area. The main aim of this research is to fill the gap observed by
collecting data sets specific to in the Amharic language and assess the people’s stance
towards the political that can be used mainly by the government in making effective

strategies.
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CHAPTER THREE
DESIGN AND METHODOLOGY

3.1. Introduction

This chapter discusses the proposed solution for political stance detection or
classification using machine learning techniques. in this research we are prepared new
stance dataset from social media and uses them as key inputs to build a proposed
solution in political stance classification.

3.2. Data Collection

The data collected from Facebook platform from Prosperity Party official Facebook
pages using Facepager, this tool was made for fetching public available data from
YouTube, Twitter and other websites on the basis of APIs and web scraping. [31]

3.2.1. Dataset Annotation
Annotation is a procedure for adding information to the collected data or document at
some level. In this case, the annotation process needs to label comments for building
stance dataset. The study uses a simple random sampling technique to select comments
to be annotated. The technique allows all the filtered comments on each page to get an
equal chance to be annotated. The annotation conducted based on the instruction
guideline provided by the researcher.

3.2.1.1. Stance Annotation Guideline
The guidelines provided to annotators for assessing stance. In our annotation work, we
only consider the comment when labeling for stance toward a certain target. Consider

whether the comment explicitly supports or opposes the target.
Target: [Target entity]
Comment: [Facebook comment]

Question: Which of the following comments regarding the user's stance toward the

target is most likely to be accurate based on the comments?

The comment suggests that the user is in favor of the target. Any of the following
might be the cause of this:

» The comment is explicitly in support for the target
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» The comment is in support of something/someone aligned with the target, from
which we can infer that the user supports the target

» The comment is against something/someone other than the target, from which
we can infer that the user supports the target

» The comment does not in favor or oppose anything, yet it contains facts from
which, if we can estimate that the person is in favor of the target.

> if we are unable to determine the user's stance but, the comment is supporting

another person's stance towards the target.

The comment suggests that the user is against of the target. Any of the following

might be the cause of this:

» The comment is explicitly against the target

» The comment is opposed of something/someone aligned with the target, from
which we can infer that the user against the target

» The comment does not in favor or oppose anything, yet it contains facts from
which, if we can estimate that the person is against of the target.

> If we are unable to determine the user's stance but, the comment is supporting
another person's stance towards the target.

3.3. Preprocessing

Preprocessing is the first step once we have collected and annotated the dataset.
Annotated datasets are manually labeled. This preprocessing involves preparing the
input text in a format suitable for further analysis. The preprocessing stages of the
architecture include the procedures for cleaning, normalizing, balancing the dataset,

and encoding the dataset.

Cleaning and
Pre-processing

Tokenization - get words

RawText —» and other language units

Figure 3-1 Preprocessing [37]
3.3.1. Data Cleaning
Text preparation involves cleaning the extracted data before stance detection is
performed. It involves in identifying and eliminating non-textual content from the

textual dataset, and any information that can have a privacy issue like source URL,
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commenter’s name, commenter’s location, comment date, numbers of likes, comments
that is not relevant to the area of study, comments given on different language like
English, removing numbers, stripping whitespace, removing punctuation and stop
words (The most frequently used stop-words in Amharic documents are A4 (And),2.€
(to),Aof), Az (I),@07 (in),Ad- (he),Ad ( she),fAz (mine), Az (they), A5 (we) was
removed from the textual dataset. Moreover, the following list of tasks are done during
the cleaning process.

Data Cleaning Algorithm

Input Sentence (sequence of characters)
Output Filtered Sentences
Process
I.  Read each word from sentences
I1.  Splitin to tokens
I1l.  If the token is punctuation, stop word, digits or irrelevant Unicode character
perform replacement.
IV.  Concatenate the words and form the original sentences

V. Return clean sentences

3.3.2. Tokenization
Tokenization is the process of splitting input text into units called tokens, each of which
can be a word or anything else like a number or a punctuation mark. Tokenization is
applied to the input text based on the Amharic language characteristics used to retrieve

the documents.
Tokenization Algorithm

Input Words (sequence of characters)
Output Words
Process
I.  Read each sentence from list
[l.  Then split them in to words

1I. Return list of words
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3.3.3. Normalization
Since Amharic language has some characters that represent the same sound, use of these
characters differs from user to user. Such characters include: &, 7 4, 4, %, 3, 4, A 4, 0,
3,4, 2, & 6. Forexample, 7, 4, 4, %, Z2and #are replaced by zand 4., & #-are replaced
by ¢~ and others. In order to exclude such variations in processing the Amharic text,
one character representation for the same sound is necessary, so such representation

was used for the text included in the experiment.
Normalization Algorithm

Input Words
Output Normalized Characters
Process
I. Read each word
[l.  Break the words in to characters
I1l.  If the character is 7 4 then replaces with ¢
Else if the character is «’then replaces with 7
Else if the character is 4, othen replaces with 4

Else if the character is #then replaces with £
End if

I.  Provide the normalized term

3.4. Morphological Processing

Morphological processing is the process of finding the constituent morphemes in a
word. In order to perform this task, we use HORNMORPHO [32] is a Python program
that performs morphology analysis and generation of words in three languages of the
Horn of Africa: Amharic (A91¢%), Oromo (Afaan Oromoo, Oromiffa), and Tigrinya
(tacF). That is, it analyzes words into their constituent morphemes (meaningful parts)
and generates words, given a root or stem and a representation of the word’s

grammatical structure.
Morphological Processing Algorithm

Input Words
Output Root word
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Process
I.  Read each word
Il.  Pass the word into Horn morpho
I1l.  Select the root word from segmented word generated by Horn morpho

IV.  Return the word

3.5. Feature Extraction

Feature extraction methods based on state-of-the-art text mining; techniques applied for
reducing redundant features and dimensionality and the main step in a machine learning
text classifier is to transform the text into a numerical representation, usually a vector.
The process of automatic feature extraction uses preprocessed text as an input. The
input is large labeled data, and this data is tokenized, preprocessed and features are
extracted before it’s used for training. This stage is where the dataset is transformed
into a vector of numbers. The output from this stage is a fixed-size vector representation
for each word using BOW, N-gram, TF-IDF and word2vec model is used for generating

word vectors.

3.5.1. Bag-of-Words Model
A representation of text called BOW counts the existence of known terms and builds a

vocabulary of those words to explain the occurrences of those words inside a text.

The term "bag of words" refers to the fact that any information on the arrangement or
structure of the words inside the document is ignored. The model doesn't care where in
the document recognized terms appear; it is simply interested in whether they do. The
decision of how to create the vocabulary of known words (or tokens) and how to

evaluate the existence of known words is complicated.
BOW Algorithm

Input Words

Output Set of vectors

Process

I.  The comments will be divided to word level and morphological processing
will be performed at word level and count the word frequency

Il.  Managing Vocabulary
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I1l.  Scoring Words

IV. Return Vectorize vocab

3.5.2. N-Gram Model
There is a way to build a vocabulary of grouped terms. As a result, the bag-of-words
is able to extract a little bit more meaning from the text. In this method, every word or
token is referred to as a gram. A bigram model is the process of developing a
vocabulary comprising two-word pairs. A word sequence of n tokens is known as an
n-gram.

3.5.3. TF-IDF
Statistical method that reflects the importance of a word in a document or a set of
documents. TF-IDF consists of two parts, Term Frequency (TF), which measures how
frequently a word occurs in a document and Inverse Document Frequency (IDF), which

measures how important a word is. Final score is then computed as:

— number of times word w appears in document
w —

total number of words in the document

total number of documents
IDFy = log,

number of documents with word w in 1t

And the final score is computed as TFw x IDFw.

Second part of the equation (IDF) will effectively zero the probability for words
occurring in most of the documents. And then the final TF-IDF score for words is a

good measure of importance. [33]
TF-IDF Algorithm

Input Words
Output Set of vectors
Process

V. The comments will be divided to word level and morphological processing
will be performed at word level and count the word frequency

VI.  Find TF for words

VII. Find IDF for words
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VIII.  And perform TF * IDF
IX.  Return Vectorize vocab

3.5.4. word2vec
This algorithm is a type of word embedding algorithm that converts every word in a
text into vectors that convey the semantic meaning of the word. Word2vec is one of the
neural network-based unsupervised learning applications. It is made up of a projection
layer and a fully connected layer that is trained using stochastic gradient descent and a
backpropagation technique. The projection layer converts the word in the context of an
n-gram into continuous vectors. Words that exist in the context of an N-gram
concurrently or repeatedly have a tendency to be triggered by the same weight, resulting

in a correlation between words.

Weights connect the input layer with the projection layer as well as connect the
projection layer with the output layer. Weights between the input layer and projection
layer are represented by the V x N size W matrix, where V is the dimension of the input
layer and N is the dimension of the projection layer. Between the projection layer and
the output layer, matrix W is represented by a matrix measuring N x D, where N is the
dimension of the projection layer and D is the dimension of the output layer. Word2vec
relies on local information from the language The semantics learned from a particular
word are influenced by the surrounding words. Wod2vec demonstrates the ability to

study linguistic patterns as linear relationships between word vectors.

Two architectural models that can be used in word2vec, namely Continuous Bag-of-
Word (CBOW) and Skip-Gram.

CBOW model word2vec uses words that are in preceding and following the target word

and is limited to a window predicting the target word.

SKIP-GRAM model uses a word to predict words that are before and after the word
that is limited by the window. A window is used as a kernel to obtain input and target
words. The window is shifted from the beginning to the end of the wording. As an
example, when the window size is given at 2, then word2vec will consider 2 words in

before and 2 words after a word associated with it. [33]
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Figure 3-2 word2vec approach [34]
Word2Vec Algorithm
Input Words

Output Set of vectors
Process

I.  The comments will be divided to word level and morphological processing will
be performed at word level

[l.  The word will be given as one-hot vectors, the vector length will be similar
with the vocabulary length. The vector filled with 0’s except the index that
represents the word we want to represent, which is assigned 1.

1. The one hot encoded vector will go through hidden layer whose weights are
the word embeddings. The weights are adjusted by minimizing the loss
function and two edges exist between nodes(words) only if their corresponding
vocabulary co-occurs in a window of length K, where K represents the size of
the window.

IV.  Outputs the candidate key words from vocabulary
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3.6. Machine Learning

There are a lot of state-of-the-art classification algorithm available for making stance
classification including machine learning as well as deep learning models. But most of
the studies on stance detection using supervised methods using SVM, Logistic
Regression and Random Forest were found to be the most effective for different
datasets. [18].

Supervised learning pipeline

Training
Text
Documents,
Images,
Sounds...

features
vectors

||| -

Machine

Learning
Algorithm

T i

: !

New
Text features
Document, :> vector |:> Predictive |:> Expected
Image, Model Label
Sound

Figure 3-3 Supervised Machine Learning [35]
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3.7. Proposed Political Stance Detection Model Architecture

Facebook Political Stance
» Comments ﬁ Dataset
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Figure 3-4 Stance Classification Model Architecture

3.8. Classification Tasks

In the analysis, the comments serve as a dataset. During the training phase, we used our
data to progressively enhance our model's capacity to predict whether the submitted
comments are in favor of or against the given target. We must send the feature extracted
comment data with their labels to the machine learning model for training (in favor,
against). The machine learning algorithm then attempts to comprehend the patterns
necessary to categorize the comment to our target (output). The model will then be fed
unseen data to anticipate the needed label. Unseen comments will be represented as

features, and the machine learning model will classify them.
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Figure 3-5 Classification Task [37]

3.8.1. Training Set

The training set is the actual dataset from which the model was trained. To forecast the
result or arrive at the best decisions, the model observes and gains knowledge from this
data. In this study, the Facebook data was the main source of training data, which was
subsequently organized and preprocessed to ensure the model performed as intended.
The model's capacity for generalization is strongly influenced by the nature of the
training data. The model will perform better the higher the quality and diversity of the
training data.

3.8.2. Testing Set
The dataset, which is used only after the model has finished being trained, is separate
from the training set but shares some characteristics with it in terms of the probability
distribution of the classes. A testing set is often a well-organized dataset including data
from various scenarios that the model is likely to encounter when employed in the real
world. It is not regarded as a good practice to frequently use the validation and testing
set combined as a testing set. The model is considered to have overfitted if its accuracy

on training data is higher than that on testing data.
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3.8.3. Validation Set
The model's validation set, which is regarded as a component of model training, is used
to fine-tune the model's hyperparameters. The model does not learn from this data; it
merely uses it for evaluation, so it can be objectively and fairly evaluated. The
validation dataset can also be used for regression by pausing model training when the
loss of the validation dataset exceeds the loss of the training dataset, therefore

minimizing bias and variance. the data is Approximately 10-20%.

3.9. Confusion matrix

The amount of accurate and wrong predictions made by a classifier is summarized in a
confusion matrix, which is a table. It is employed to evaluate a classification model's
effectiveness. By computing performance indicators like accuracy, precision, recall,
and F1-score, it can be used to assess the effectiveness of a classification model. [38]
[39]

The matrix is a 2*2 table for the classifiers' two prediction classes, a 3*3 table for the
next three classes, and so on. The matrix is divided into two dimensions: the total
number of predictions and the predicted values and actual values. The predicted values
are those values that the model predicts, while the actual values are the real values for
the provided observations. Since there were only two classes in this study, the confusion
matrix was represented using a 2*2 matrix. [38] [39]

Table 3-1 confusion matrix example for binary classification

N = Total predictions | Actual: Against | Actual: in favor

Predicted: Against True Negative False Positive

Predicted: in favor False Negative | True Positive

> True Negative: Model has given prediction against, and the real or actual value
was also against.

> True Positive: The model has predicted in favor, and the actual value was also
true.

> False Negative: The model has predicted against, but the actual value was in
favor, it is also called as Type-I1 error.

> False Positive: The model has predicted in favor, but the actual value was
against. It is also called a Type-I error.
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3.10. Evaluation Metrics

The evaluation metrics of precision, recall, and F-score (or F-measure) are frequently
employed. F-score is a combination measure that can be determined using precision (P)
and recall (R), with the option to assign these two metrics different weights

This evaluation metric of F-score is also commonly employed in two-way stance
detection (into one of the two classes: Favor, Against,). The most widely-used version
of F-score is calculated as the macro-average of the F-scores for Favor and Against

classifications as follows.

F FFu'Uur"’P;-k_qaan.';.t F 2 * Pravor * RFaver F 2 P_'Jl_c,'a;'n.';.t * Rﬂyuins!
= Favor = Against =
2 Pravor t RFavor H&yuius! + R.'-lgujn.\':‘
) Correctrasar Cﬂrrﬂcrﬂgufnse’
Pravor = Pdgam.'it =

Correctravoer + SPUriousravor Correctagainst + Spuriosagainst

Correcf;:m,:,,- C-‘Drrecrrl_qaensi

Rravor = = Ra ot =
4EOT T Correctpgpor + Missingrauor gatms

Correctagainst + Missingagains:

Accuracy is another metric used for stance detection and is calculated as follows:

Correct classifications
All classifications

Accuracy =
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3.11. Summary

Since we are employing the design science approach, the methodology section's
primary result is the creation of artifacts. The artifact will be utilized to create stance
classification model, using a machine learning model, predict people's comments
toward the specific target called Prosperity Party. The procedure involves gathering
data from the Facebook platform, which is followed by rigorous data preparation
operations including data filtering, tokenization, and text normalization to reduce the
amount of data representation and improve the system's effectiveness. Following the
completion of the data preprocessing and morphological analysis, the system extracts
features using BOWS, N-GRAM, TF-IDF and word2vec before creating a machine
learning model. so, selecting appropriate feature extraction technique and machine
learning algorithms for this study helps for achieving our goal determined in the

objective.
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CHAPTER FOUR

EXPERIMENTATION AND EVALUATION

4.1. Introduction

In this chapter, we use the approach covered in Chapter three, the proposed solution for
Ambharic Political Stance detection using a machine learning algorithm and find the
ideal blend of the machine learning algorithm and feature extraction for the final models
to build the artifacts, this study adopts a design science methodology. Furthermore, we

used political stance dataset that are labeled with a binary-class (in favor or against).

4.2. Data Preparation

Facebook is by far the most popular platform, the Facebook page is used to share news
articles with a wider audience, The corpus was collected manually and contains
comments made on posts from 2021 to 2022 from prosperity party official Facebook

page. Aside from the 6,000 comments target associate with Prosperity party, 3126

comments only extracted in preprocessing stages this research.

Clean Target Stance

15 tHtf® 1IC (UIC 07994 UIC Doeoed pded YIC £Fh0A T FE.. NagEe Tot INFAVOR
324 48T ST BAGMA 1R AANA PTILARE TNAAF AT 0. N4%9e Tot INFAVOR
105  Ad=iie hFoe erefFs eodhee Phe LT N1R80T nhnfFRT ke 1489 7ot INFAVOR
2881 @ KT KIC @-pEm, N MATE g ARTC A28 RIC W3E.. N4E=ic 7ot AGAINIST
2145 P ML ANCE LR WIEFMA PLTLD PEU AF URDF AfRE . N4Ec Tot  AGAINIST
2107 he oo Hovy ooF ety FTT S0P NATIS BT UIC AF7897. . NARSc Tot AGAINIST
1116  fonfF AT hhAsIm- hhoFes K30 ADMFF 777 he hoot ol N4&=s 7ot INFAVOR
345 N6sTs 1Tt hAenTo- HoEF k3 fHHn@-T AhPeL s7AA4 ... N4g<c 7ot INFAVOR
293 e P Phs TET3T Ae PhAs@e E9TFFT Pande fhs 9k . N48<c 7ot INFAVOR
2846  @A4E4TT RIEF WC 7 PRCIH AORSE w0 T RAIC PO PRgsn. . ARes Tot AGAINIST

Figure 4-1 Sample Dataset
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4.2.1. Defining our Label

Data annotation is the process of adding target variables to training data and labeling
them so that a machine learning model can understand what predictions it is intended
to make. This is one of the phases in the data preparation process for supervised
machine learning. The labels utilized for the experiments in this study were “in favor”
and “against”. The in-favor remarks toward the provided stance were represented by 1
and the against ones by 0. In this experiment, "in favor" refers to comments that support
the provided target; "against"” refers to comments that oppose the given target.

4.2.2. Manual Labeling
The activity is concerned with labeling the comments for experimental purposes. All
3126 comments are manually categorized by people into predefined categories against
and in favor by using annotation guidelines discussed in chapter three. Since we employ
supervised machine learning algorithms this step is crucial because the algorithm needs
to learn from predefined labels then after identifying the relationship between the X
(the comments) and y (stance) labels. This activity helped us to check whether the

stance detection model properly categorize the comments accordingly to their labels.

4.2.3. Label Balancing
In this study, we will work with one dataset, the dataset contains 3126 comments with

1563 labeled as in favor and 1563 labeled as against for Prosperity Party target.

The Dataset [40] is balanced correct predictions are more important regardless of the d
istribution of the various outcomes in the target feature. And this will help our stance d

etection model to have good accuracy of prediction of unseen data.
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4.3. Machine Learning Classifiers

One of the most important steps in NLP to be taken for a better comprehension of the
context of what we are working with is feature extraction. After the initial text has been
cleaned, it must be converted into its features so that it may be applied to modeling.
comments must be converted into numerical data, such as a vector space model, as it
cannot be computed directly. Feature extraction of document data is the common name
for this transformation task. Because of the way they portray data in numerical form,
feature extraction, also known as text representation, text extraction, or text
vectorization, can have an impact on the machine learning model. The BOW, N-Gram,
IF-IDF, and word2vec feature extraction methods are used. In Chapter two, we have
discussed supervised machine learning algorithms and we will tried to compare each
machine learning model by using evaluation metrics to compare the result for these
experiments.

4.4. Feature Extraction

4.4.1. BOW
The BOW model estimates the frequency of occurrences of words in a text corpus. Bag
of words is unconcerned with the sequence in which words appear in the text; rather, it

is simply concerned with which words appear in the text. The words present in the
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manuscript are marked as 1 and the remaining as 0. We get a total of (3126, 2672)

vector representations of the dataset when we use this feature extraction approach.

4.4.2. N-Gram
An N-Gram is a phrase that has a succession of N-words. N is an integer representing t
he number of words in the sequence. For example, if we enter N=1, the result is know
n as a uni-gram. If you enter N=2, it is a bi-gram. It becomes a tri-gram when N=3 is s
ubstituted. Bigram returns a total of (3126,6686) vector representations of the dataset u

sing this feature extraction approach.

4.4.3. TF-IDF
This feature extraction method measures how important a particular word is with resp
ect to a document and the entire dataset. Term Frequency is the measure of the counts
of each word in a document out of all the words in the same document. IDF is a measu
re of the importance of a word, taking into consideration the frequency of the word thr
oughout the corpus. It measures how important a word is for the corpus. using this feat
ure extraction method gives us the total (3126, 3847) vector representations of the da

taset.

4.4.4. word2vec
word2vec is word embedding techniques. The entire corpus is scanned, and the vector
creation process is performed by determining which words the target word occurs with
more often. In this way, the semantic closeness of the words to each other is also revea
led, using this feature extraction method gives us the total (3126,200) vector represent

ations of Prosperity party target.

Following feature extraction, the feature extracted representation of each comment used
to train the machine learning algorithms. SVM, LR and RF is used for classification, as
discussed in Chapter two. The experiment is built using Scikit-learn python library, one
of the most well-known machine learning toolKkits for classification. To train SVM, LR

and RF and to measure the accuracy of each model.
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4.5. Experimentation Result

The initial dataset was divided into two parts: training and testing, we used 80% of our
dataset for training and 20% for testing (evaluation). According to the architecture of
the proposed system, feature extraction was performed prior to the training phase in
which machine learning was used. As a result, we created four distinct training and

testing datasets for data extracted using Bag of words, N-gram, TF-IDF, and word2vec.

We train the machine learning models with those features to predict the class of 20%
of the dataset based on 80% of the training dataset, and we observe the model's accuracy
by comparing the prediction to the actual class of 20% of the test dataset, The
experiment results obtained by SVM, LR and RF classifiers with all four-feature

extraction are summarized below

Table 4-1 SVM Result

Feature SVM
stance | precision | recall | Fl-score | accuracy
BOW 0 0.77 0.71 0.74 0.75
1 0.73 0.79 0.76
N-GRAM 0 0.70 0.56 0.62 0.66
1 0.63 0.76 0.69
TF-IDF 0 0.81 0.84 0.82 0.82
1 0.83 0.80 0.81
Word2Vec 0 0.71 0.85 0.77 0.75
1 0.81 0.64 0.72
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Table 4-2 LR Result

Feature LR
stance | precision | recall | Fl-score | accuracy
BOW 0 0.80 0.77 0.78 0.78
1 0.77 0.80 0.79
N-GRAM 0 0.71 0.61 0.66 0.68
1 0.66 0.75 0.70
TF-IDF 0 0.79 0.83 0.81 0.80
1 0.82 0.78 0.80
Word2Vec 0 0.76 0.77 0.77 0.77
1 0.77 0.76 0.76
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Figure 4-9 Conf;:'r::ej\;t:trix of TF-IDF + LR Figure 4-10 Confusion Matrix of word2vec + LR
Table 4-3 RF Result
Feature RF
stance | precision | recall | Fl-score | accuracy
BOW 0 0.77 0.83 0.80 0.78
1 0.81 0.75 0.78
N-GRAM 0 0.71 0.57 0.63 0.67
1 0.64 0.77 0.70
TF-IDF 0 0.76 0.83 0.80 0.78
1 0.81 0.73 0.77
Word2Vec 0 0.73 0.72 0.72 0.72
1 0.72 0.73 0.72
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4.6. Discussion of the Results

As we have presented the result in the previous section, we observed that different
feature extraction method can affect the machine learning model, from the experiment
the SVM machine learning model showed a better classification accuracy than the other
two classification models. And we observed that the feature extractions technique can
affect the machine learning model accuracy. For this study, TF-IDF feature extraction
technique achieved a good representation of the dataset. As a result, the SVM trained
with TF-IDF feature extracted dataset, the classification model achieved accuracy score
of 82%.

The experiment shows that TF-IDF feature extraction shows a better performance
fitting the stance classification model using SVM with model accuracy of 82%,
precession of 81%, recall of 84% and fl-score of 82% for classification of against,
precession of 83%, recall of 80% and f1-score of 81% for classification of in favor. And
from the experiment we sought that the stance classification model has good
performance and the performance of the classification model depend on feature
extraction method use to represent the target dataset. And when we look at the
confusion matrix of classifiers, SVM stance classifier using TF-IDF feature extraction,
showed a good result, according to the experiment from all three machine learning
algorithms, SVM classification model has made a total of 626 predictions, out of 626
prediction TF-IDF+SVM classifier has made a 512 are true predictions, and 114 are

incorrect.
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CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

5.1. Conclusion

This thesis provides a comprehensive understanding of stance detection on social
media. First, it covers the literature on stance detection on social media and provides
an overview of the currently available approaches for handling stance modelling.
Stance detection is important in analytical studies that measure public opinion on social
media, especially on political and social subjects. In this study, we attempted to outline
some preliminary techniques utilized to obtain comments from social media comment
toward the prosperity party, once we prepare our dataset the next step is feature
extraction, there are different techniques of feature extraction, but we have used BOW,
N-gram, TF-IDF and word2vec, the output of this step is an input to the three different
classification algorithms SVM,LR and RF, in this study, the classifiers were
instantiated and trained with 80% training data. After building the model using the
vector representation of the training dataset then we evaluate the model using the test
set. in this study, TF-IDF feature extraction technique with SVM machine learning

model achieved a better political stance classification with accuracy score of 82%.

In this study we observed that, the feature extraction technique and data preprocessing
are crucial for achieving good classification accuracy in machine learning algorithms.
the overall performance of the models is determined using the scikit accuracy test
function and scikit classification report. As a generalization, we may state that the
experiment produced positive findings, however the research might be more engaging
by using various feature extraction technique, deep learning and by utilizing additional

datasets to increase accuracy.
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5.2. Recommendation

As future work, the researchers recommended the following issues to be addressed in

future work.

>

Our model was trained using a small dataset; however, by adding additional
targets, it is possible to extend the work to a larger dataset. As a result, the
research can be enhanced by utilizing deep learning algorithms to produce more

accurate models.

Our model only trained using Ge’ez alphabets comment the research can be
expanded by adding Latin Amharic alphabets.

Our Classification model predict only single target stance, it is possible to
extend the work by identifying multi target stance in a single comment.

Transfer learning techniques to enrich the representation of targets in the dataset
and improve overall stance detection performance to overcome the shortage of
labeled data for each target in the stance identification problem.

Exploring other word embedding techniques BERT, Glove, fastText word

embedding feature extraction can achieve a good performance.

Exploring and identifying more target or topics other than discussed in the
study, using Automatically identify topic using Topic modeling from the

comment using LDA.

Emojis and idiomatic expression can be used in future research to evaluate
people’s opinions in addition to their stance because they can reveal vital details

about the true meaning of the comment.
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Appendix A Sample Code

Data Cleaning and Normalization

def clean_and_normalized sentence (list_of_sentences , lable }:
print(list_of_sentences)
cleaned_sentence = {"msg":[] , "labl": [] 1}
words normalized = {"msg":[] , "labl": [] 1}
normalized word = *°

clean_text = "'
if lable != '":
for (sentence , lable) in zip (list_of_sentences, lable)

print(sentence)
sentence = re.sub(r"/","", str(sentence))
sentence= re.sub(r"\_"," ", str(sentence))
sentence = re.sub(r"[‘WW]+"," ", str(sentence))
sentence = re.sub(r"[a-zA-78-9]","", str(sentence))
sentence = re.sub(r"\s+", " " ,str{sentence))
sentence = re.sub(r"~\s", """, str(sentence))
sentence = re.sub(r"*\s[\W]\s"," ", str(sentence})
sentence = re.sub(r"\s$","", str(sentence))
clean_text = sentence
cleaned sentence["msg"].append(clean text)
cleaned sentence["labl”].append(lable)
clean_text ="'

else :

for sentence in list_of sentences:

print(sentence)
sentence = re.sub(r"/","", str(sentence))
sentence= re.sub(r"\_"," ", str(sentence))
sentence = re.sub(r"[‘WW]+"," ", str(sentence))
sentence = re.sub(r"[a-zA-78-9]","", str(sentence))
sentence = re.sub(r"\s+", " " ,str{sentence))
sentence = re.sub(r"~\s", """, str(sentence))
sentence = re.sub(r"*\s[\W]\s"," ", str(sentence})
sentence = re.sub(r"\s$","", str(sentence))
clean_text = sentence
cleaned sentence["msg"].append(clean text)
clean text ="

print(len(cleaned_sentence))

if lable != '":

for (sent , labl) in zip (cleaned_sentence['msg'], cleaned_sentence['labl']):
words normalized["msg"].append(word normaliztion(sent))
words_normalized["labl"].append(cat)
else:
for sent in cleaned_sentence[ 'msg']:
words_normalized["msg"].append(word_normaliztion(sent))
return words normalized

A-1
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Find root word using Horn-morpho

def getRootWord(word):

pos2 = @

& = 90

with redirect_stdout(io.stringIO()) as f:
1.anal_word('am',word , root=False,gram=False,nbest=1 )
s = f.getvalue()

hornmorpho = str(s)

roothord = '’

#print(hornmorpho)

hornmorphe = re.sub(r"[\s\',:¢<>2*]","" ,hornmorpho)

hornmorphe = hornmorpho.strip("[]1")

#print(hornmorpho)

#print("after regular expression added\n",hornmorpho)

if hornmorpho.find('stem') != -1:
pos2 = hornmorpho.find( stem")
#print(pos2)

rootlord = hornmorpho[pos2+4:]
elif hornmorpho.find('citation’) !=-1 :
pos2 = hornmorpho.find('citation’)
#print(pos2)
rootWord = hornmorpho[pos2+8:] #find the postion steam start and add navigate 4 char position you get the steam word
elif hornmorpho.find('word') != -1:
pos2 = hornmorpho.find( word")
#print(pos2)
roothiord = hornmorpho[pos2+4:] #find the postion steam start and add navigate 4 char position you get the steam word
rootlord = rootWord.replace("POScopularcotne”,™™)
#print(roothord)
return rocthord

def morphologicalanalysis(sentences):
count = 1
normalkord = °°
morphodnaliords = [] # “headline” : [J , "category®:[] , "categoryID" : []}
for sent in sentences :
print{count)
word_from_sent = str{sent).split{" ")
for word in word from_sent:
normalWord = normalwords+' "s+getRootword(word)
normalWord = re.sub{r"*\s[\W]\s"," ", normalword)
normalWord = re.sub{r"~\s","", normalWord}
morphodnaliords . append (normaluiord)
primt{count , " - ", ncrmalWord)
normalword = °°
count = count + 1

return morphoAnalkords

A-2
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Sample code for Training SVM model using word2vec and performing k-fold
cross validation

%_train, X _test, y_train, y _test- train_test split{wordvec_df,
labels,
test_size-a.2,
random_state=2)

from sklearn.metrics import accuracy score

from sklearn.model_selection import cross_val_score

symModelw2y = LinearsvC({C=8.8081) #SVC(kernel="linear',C=12, gamme-2.8881) #Linearsvey) #5VC(C=1, gomma=9.8881)sVC(C=18, gamma=g
svymModelw2y . fit(X_train, y_train)

y_pred = svmModelw2v.predict(X_test)

print{"ACCURACY OF THE MODEL: ", accuracy_score(y_test, y_pred))
print{classification_report(y_test,y_pred))
accuracy_score(y_test,y_pred)

# Export model
pickle.dump(svmmodeluzv, open('D:\\MLP'\\model\\word2vec-model-pro.pkl®, "wb"))
pickle.dump(model_w2v, open{'D:‘\\NLP\\model\\word2vec-pro.pkl®, 'wb'))

#¢ Importing Model
word2vecSWM = pickle.load(open('D:\\NLPY\model\ \word2vec-model-pro.pkl', 'rb'})
word2vecreatures = pickle.load(open('D:\\NLPAymodel\\word2vec-pro.pkl®, 'rb"))

confusion_matrix = metrics.confusion_matrix(y_test, y_pred)
print{confusion_matrix)
import matpletlib.pyplot as plt

cm_display = metrics.Confusiormatrixpisplay(confusion_matrix = confusion_matrix, display_labels = [False, Trus])
cm_display.plot()
plt.show()

from sklearn import metrics
scores = cross_val_score( svmModelw2v, X_train, y_train, cv=18, scoring='fl_macro')
print{scores)
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Sample code for Training SVM model with TF-IDF and performing k-fold cross
validation

X _train, X test, y train, y test= train_test split(featurespro,
labels,
test_size-0.2,
random_state-2)

: from sklearn.metrics import accuracy_score

# emmecmeeeee- BuUild Model SWM WSTING TF-IDF---e-eemmeeag
symeodel = SwC{C=8.1, gamma=1, kernel="linear')

symeiedel . Fit(X_train, y_train)
y_pred = svmModel.predict(X_fest)

print{"ACCURACY OF THE MODEL: ", accuracy_score(y_test, y_pred))
print{classification_report(y_test,y_pred))
accuracy_score(y_test,y pred)

# Export model
pickle.dump(svmModel, open('D:\\NLPVimodel\\svm-model-tf-pro.pkl', 'wb"))
pickle.dump(featurespro, open(’D:\\NLP\\model\\tfidf-pro.pkl', 'wb"))

# Importing model
svmtfTralneddodel = pickle.load{open('D:\\NLP\\model\\svm-model-tf-pro.pkl’, 'rb'}))
featurespro = pickle.load{open('D: \\NLP\\model'\\tfidf-pro.pkl", 'rb'})

confusion_matrix = metrics.confusion_matrix(y_test, y_pred)
print{confusion_matrix)
import matpletlib.pyplot as plt

cm_display = metrics.ConfusionMatrixDisplay(confusion_matrix = confusion_matrix, display_labels = [False, True])
cm_display.plot()
plt.show()

scores = cross_val_score( svmtfTrainedsodel, ¥ _trainm, y train, cv=18, scoring="f1_macro'}
print{scores)
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Appendix B SVM classification

BOW + SVM Prediction unseen comments

#test = ["UDA] L (Msode WHE AC o ARRS 5P 11", "ATE W A4 SN SO AIITHFET APheehhCE fE' ]

test = ['VDht AT MfFcad AFFrE AC ATRERCH fNevfe ST A 1P 1Y,
'R PAFDT (AATID- AGF FAE eBTmC KIFANT AR PATEST RPAR RATNLTY RE bdvbd,
"EU tr S (MAEFY @ U0V Yud) AGDLCANY $hé R PTE FSF Poemoe’ ]

test = clean_and _normalized sentence(test,'’)
test = morphologicalAnalysis(test[ 'msg'])
unseen_df = pd.DataFrame({ 'msg’:test})

% _unseen = bow,transform(unseen_df[ 'msg’]).toarray()
y_pred_unseen = svmtfTrainedModel.predict(X_unseen)
print(y_pred_unseen.tolist())
print('******prediction®**s=*=++¥\n")
print(y_pred_unseen.tolist())

['UD&r 2 (fFcim- AP AC KYRLECH Novte SCalrk MOA& 09 ::', 'oRACP OAFDM® NANTID- N5 HIGE ETMC KFFANY AR OAT@4R APAR AANLF A3
B bovbA", RU Nt RUIE NFIRISFT @ UDYE Yo ASDSCANY fhé DR TP oo Poemoer’ ]

UBd BT (4#oam- BT AC KIREECH Ooefe 2CmThd hPfe 1@ ::

oolCF PATFOAR (AT A% POAE MM KFRNT AR PATOST RPAD RONNCTS W38, doebn

2U (W PIFID NOTATHFT 1@ VDY el ASOGCANG $he DR +T% FAF feeiae

2

1

1 - UOUF Sever i OPFTE AC 240 et S TiE 6 1P

2

2 - Pis RO ANT QAT POLE PETmE FA AR RN AN INZ RIS BOEA
3

3 - RU v U ARYL 1@ VOUT YA ADALE $NG @R FTE 4 Ao
[1, 8, 1]

#EEEEEDRad]ct]gnFEEEEEEEEE

B-1

N-gram + SVM Prediction unseen comments

#test = ['vmwd O gfdsioe AR Sc dom T Afde B o110, UARE BF A4 S AT AOERMT? APATTRRCE PAR']
test = ['uswd B nfdsis APTTR BC NIBEECH nemft dCmTrh APAs ¥R 1Y,

feACP PATE QLMD AST FOLS Emmc WIRANT AT PATDST hPAR RANST WIS hAd',

"BU M BPSE NRTETT MO UDYE Pu NCOACANT Shs D PPE mgpd premoer’ ]

test = cleam_and_normalized_sentence(test,'')
test = morphologicalanalysis(test["msg"])
unseen_df = pd.DataFrame({'msg':test})

X_unseen = bigram.transform{unseen_df[ msg']).toarray()
y_pred_unseen = symtfTrainedmodel.predict(X_unseen)
print(y_pred unseen.tolist())

print( ' ******predictipn***s*:¥*x¥ynt )
print{y_pred_unseen.tolist(}}

["woat B ahderoe AT BC WIRRECH 0wt SCmTh WA TR 000, 'RACT PATOMR n4AMIDe A% Masl Emmc NTRAM ABE TATOE AP kAP N
£ BatA', "By i GFrD OCTENATT 1D UOY¥E UMl ACODACANT $hé @E FTE oERE frmon’ ]

voat BT otdeice W BC NIREECH nemft domirh Afhe 1F 0

TACE AT ndihoe ST POsS eEmMme NFRAT AR PATDST WPAR AAINLT NTE hADA

BU v WPYD AFTEMFY 1O UDYT Yu WCDSCRNT &hs DR FTE RAF Premo-

2

- uDuR Ree hgsk AFTRR RC Ela oMt dCmTrE s 1R

- tas A AAT AR THAE TETIME FAORET A R NS MR BAEA

[T R

3 - AU v U ARIL Y0 vOUt 24N ADALR $he OF TTE 4F hevm
[1, 1, ]
8xttttpredictiontt&&xt‘tt&
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TF-IDF + SVM Prediction unseen comments

#test = ['vakd OF afhdsio AFYORE B0 gom¥rd Afds 57 12 "y UATE R A @AM PAR ALIERMAT AFATRRCE FAR]

test = ['voad £ ntdsio APPTE AC NIREECA nofr som e Was 19 2%
‘eACE PATER QLATIEE A% PUsg erEMmC WTRANT A PATOT APAh RAATNLT NS havhka',
"EU tHr PP NOTRISFT R uDYF Ll WCDLCANY &hs DF TS mEdd pevmoe’ ]

test = clean_and_normalized_sentence(test,'’)
test = morphologicalAnalysis(test['msg']}
unseen_df = pd.DataFrame({ 'msg':test})

¥_unseen = tfidfpro.transform{unseen_df['msg']}.toarray()
y_pred_unseen = symtfTrainedmodel.predict(X_unseen)
print(y_pred_unseen.tolist(})
print('#***+*pregiction******+*+++yn")
print(y_pred_unseen.tolist(})

['wot A Nth@sioe AR AC NIREECH Ne(r dCmTh ATAS 1R 110, 'eACE PARDET ALOMIOD AST TRsf cEMmc NTRAMT ARF PATOE hFAR MAMLF Y
B BAA', 'Bu i BFID 0TTEYETT 1O va¥E Yo ATDLCAAT dhe Of TR it pfemaen']

DA BT nideim WPFTR AC NIREECH o SCmTrr ATAZ Y 11

FACE PATOAT NLATIE A%F s TEMmE ATFANT AEFT PAFDPT WPAh AANZT NiE héckh

BU it FUFYEe NTTAMTFT 1D uDYE Lul WOLCANT $hs OF FTE SRS fermoen

2

1

1 - uoud S hgeh AP AC E2A v 4CmTE As WF

2

2 - tAs A AAT ART TNGE TETmE FAOMET A A W NIE BAEY
3

3 - Bu okt IFY MAYL D uDud AN hOL2R Shs DE PR L hevm
[1, @, 1]

sxxsxrpppdiction*sesssssss

B-4

word2vec + SVM Prediction unseen comments

#import the model
word2vecSvM = pickle.load(open( "D:\\NLF\\modell\word2vec-model-pro.pkl', 'rb'))
word2vecFeatures = pickle.load(open{'D:\\NLP\\model\\word2vec-pro.pkl®, 'rb"))

test = ["umd BT nhdehm AYTTE BC NIRRECA notTr domirh MRS 3 110,
'ERACE FARDAT NANTID: AST FAE TEMMC NTRAM AT MTRD MFoh AAMLT N BB,
'By W BFNT OFTRIEFT boe umid YoM ASDLcENT dhe O PR oFid foemoe: ]
test = clean_and_normalized_sentence(test,'"}
test = morphologicalAnalysis(test[ 'msg'])
unseen_df = pd.DataFrame({'msg':test})
x_unseen = unseen_df[ ‘'msg’].apply(lambda x: x.split()) # tokenizing
print({x_unseen)
import numpy as np
wordvec_arrays = np.zeros({len(x_unseen}),wordzvecFeatures.vector_size))
for i in range(len{x_unseen)):
wordvec_arrays[i,:] = word_vector(x_unseen[i], word2vecFeatures.vector_size}
X _unseen_ w2y = pd.DatafFrame(wordvec_arrays)
print{x_unseen_w2v.shape)
y_pred_unseen = word2vecSvM.predict{x_unseen_w2v})
print{y_pred unseen.tolist{))
print("******prediction***s***3+i\n" )

[omidt AP (fdeboe AR AC WIREECH 0vh dCmrR APAG YR 117, 'CMCH PAFDAR QLMD A% Fsd mEMmC NEPANT hEP PATEF AfAh MASNCT NI
B hdebd', "Bu Wt RPN TR b ud¥h PeM WODACANT $he OFf PR ovgt feemoe’ ]

UDat BT ORRsI@ TP B0 NIZSACK 00T Somirh M TE oo

Ay PAFOR LMD A% TS SRETme NI WP PAFDT AR AN NHE hdrbd

£ i PIFYD FTATEFT MO UDFT Y0 ASOACAMT hs DE PTE RSt fovapa

- DU RoTe dsh ATV AC RLA ot domeR Ac W
- AL AN LT ANE FSE tEmms BN OREF AL RA NS NIE bt

- By tRv U AANL Yo uoot UAN hOsLf $hs @f PTE L3 hevm
[yDuk, fowoe, o, MR, Ac, Roh, oM, somith, ..
[tas, A, di, ahb, Pasg, tEmmg, F, WHE, M,

[Bu, wir, Fr, Wi, o, uood, A, hoscf, #he, ...

Name: msg, diype: object

(3, 2e0)

[e, 8 1]

txxttxpredictimttxxtttgit
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