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Abstract

The process of stemming involves stripping a word of its inflectional and derived variations. It is
crucial for many applications of natural language processing. When analyzing the importance of
page for user query which only specifies one form, the varied word structures used in searching
and indexing should be anticipated. Conflation methods can help improve the efficiency of an IR
system by condensing variant phrases into a single form. In order to standardize as many similar
phrases and word patterns as possible. That may be utilized in the retrieval procedure, stemmers

are employed in information retrieval.

During this type of research work, a solid awareness of the Guragegna grammar in addition an
examination of the language's inflectional and derivational affix was required. The Gurage
language generates several word forms using stems by use of affixation and reduplication (final,
total, and frequentative). Prefix, suffix, and infix are frequently used affixations. Gurage often
concatenates affixes, which can lead to almost large words with a lot of semantic content.

This study introduces the first stemming algorithm that conflates Guragegna phrase variants.
Python programming was used in the creation of the Gurage stemmer. The researcher created little
rule sets for related affixes in an attempt to follow an algorithm with a straightforward structure.
In order to develop the stemmer, a list of stop words and the Experimental text document were
both acquired from various sources along with a research article that covers the morphology of the

Gurage language.

The iterative, context-sensitive, and recoding methods used in this study's stemmer eliminate
prefix, suffix, and reduplicated letters that are final, total, and frequentative reduplicates. Prefix,
suffix, and then letter reduplication were applied as part of this experiment's removing technique.
in the evaluation process is contained in the Data set. The experiment text has 1,933 words, of
which 1266 resulted from the stemming procedure, out of a total of 1266.The number of words
successfully stemmed is 1097, achieving an accuracy of 86.65%. 13.34% of the stemmed words
were wrongly stemmed. Over stemming accounts for 7.97% (101) of the terms, while under

stemming accounts for 5.37% .

Keywords: stemming algorithm; Guragegna stemmer; context-sensitive stemmer; iterative

stemmer; Guragegna language
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Chapter 1
INTRODUCTION

1.1  Background of The Study

With improvements in information technology, documents and information in electronic form are
rapidly increasing. Organizing, managing, and retrieving relevant documents from such a
collection of database sit becomes difficult and time-consuming [1]. To overcome the above
problems many information processing systems have been developed Including management
information system, database information system, data retrieval system and information retrieval
system [2]. Information retrieval aims to retrieve all relevant documents for a user query using
indexed terms in natural language text [3] , Text can be unstructured and ambiguous. In order to
meet the search needs of the user, user requests must be translated into queries that can be

processed by the information search system [4].

By removing each word's derivational and inflectional suffixes, a process known as stemming
produces a form that unifies all words with the same root. [5] . Because natural languages are
distinguished by morphological variations of phrase which can take on multiple forms due to
insertion of distinct affixes, stemming is necessary. Stemming algorithms' main objective is to
eliminate all affixe from the phrase (text) in order to leave only the stem. Additionally, stemming
contributes to the regularization of an IR system's lexicon, which has benefits that are difficult to

measure using conventional Information Retrieval experiments [6].

The majority of stemming research has been influenced by information retrieval. Information
retrieval places an emphasis on the standardization of the representation, storage, organization,
and access of data objects. The representation and structure of the data objects should provide
users with simple access to the documents they're looking for or are interested in, in particular. For
efficient and effective information retrieval, system translation, and word summarization

morphological processing is frequently utilized. [7]



The development of various applications for natural language processing, such as text
classification, text categorization, and morphological analyzer, will benefited from designing a

stemming method for the Guragegna language.

A word can take on several forms in inflectional morphology without affecting which part of
speech it belongs to. The variances are typically brought about by adjustments to the person,
number, tense, and gender. According to [8]. such changes have no bearing on a word's class,
hence a verb remains a verb even if its tense form is changed., “a¢°” (want), “ea9>” (wants), “ta9>”
(wanting), “a9°ra0” (wanted). And derivational morphology leads in an alteration in the class of a
word. For example, an affix transforms a word from adjective to noun, verb to noun, noun to verb,
and so on.; like “aN1%” (friend: 2L5), “4AN1=47” (friendly) and “an1=&7+> (friendship: 2L%T)

The "Guragegna" are the languages spoken by the Gurage people. Gurage people live in the Gurage
zone in Southern Nation Nationalities and Peoples state, which is bounded to the south by the Rift
Valley lakes in the East [9], the River Awash in the north, and the River Gibe in the west and
southwest of Addis Abeba. Geographically, Gurage is located about 100 kilometers south of Addis
Abeba. Gurage is a catch-all term for Semitic-speaking peoples who live in the south of Addis
Abeba.. Gurage zone is currently divided into fifteen administrative Wereda, which is encircled
by the Cushitic-speaking groups of Oromo and Hadiya. [10]

different linguists classified Gurage language varieties in Leslau [11] the three dialect Groups of
the Gurage languages as follows: Selte, Wolane, and Zay are connected to Harari in the East;
Chaha, Ezha, Ennemor, Endegegn, Gyeta, Goggot, Muher, and Masgan are connected to Amharic
in the West; and Soddo and Gurage are considered to be a single language in the North (East).
Moreover, Hetzron [12] likewise creates a typological unit for the outer South Ethio-Semitic

languages.

There have been numerous stemming algorithms proposed for various languages. The design of
those stemmers ranges from the most basic approach, which involves the elimination of suffixes,
to the use of a list of common suffixes, so as a result, a stemmer's overall functionality and efficacy
in NLP applications vary depending on the language. In the majority of cases, the layout of
stemmers is language specific and requires a significant amount of linguistic information within

the language as well as an understanding of the needs of writing systems for that language.



1.2 Motivation of The Study

We are in the era of where everything is connected to computer. which will lead do digitalization
of everything in the future every books, journals and magazines will be in digital. At this time
human languages are being used to communicate with machine it’s because of Artificial

intelligence and it will grow more and more with in decade.

Finding unstructured content that satisfies information needs from vast volumes of data is a
technique known as information retrieval. One method for overcoming the vocabulary mismatch
issue in information retrieval (IR) is stemming. In order to decrease the size of index files and
increase the retrieval efficiency, information retrieval uses the process of stemming, which reduces
words to their stem. searching and indexing of word. Before assigning a term to an index term,

any suffixes and prefixes are typically removed.

So, in order to retrieve correct or more meaningful data for vast collection information it need
stemming algorithm to get in to root word for better prediction and as described above it is era of
computer in order preserve the language it must be in digital form. As native of Gurage community
it is my aim to preserve and help to grow the language in digital word. So my algorithm will help

to achieve both of them

1.3 Statement of The Problem

Guragegna is the native language for the Gurage people. In the Gurage Zone, it is one of the most
widely used languages. It is also spoken in various areas of Ethiopia, particularly in areas where
the Gurage people have lived. [13]. Guragegna is morphologically very complex and a highly
inflected language. It uses both kinds of morphologies, inflectional and derivational morphologies.
Each inflectional and derivational morphologies in Guragegna bring about very huge numbers of

variants for a single phrase.

As Guragegna is morphologically complex language It must be automated processes that can
shrink a word to a tolerable size, boost retrieval efficiency, and capture the close connections
between the language's many word forms. By eliminating inflectional and derivational affixes,
stemming is a technique for distinguishing a word stem from a whole phrase, and there has been a
lot of interest in designing algorithms for this purpose. Ethiopia has over 86 different languages.

However, few studies have been conducted to develop a stemmers for local languages such as

3



Afan Oromo [16] , Ge’ez [17], Tigrigna [15], Amharic. [14] , Wolayta [18] ,Kambaata [19] and

Slite [20] to make the issue of the respective languages' morphological complexity easier

According to early research, there are a lot of electronic papers in Guragegna's schools and
government agencies, and their number keeps growing. However, there isn't a tool or system that
enables businesses to obtain useful data for making decisions and other kinds of problem-solving
As far as the researcher is aware, however, the Guragegna language has incredibly little linguistic
resources, and there have been no computational efforts to computerize or automate the language.
The fundamental information retrieval technologies must be created and implemented to enable
the necessary access to this wealth of information and to support its growth. The creation of a
stemming algorithm for the Gurage text may potentially open the door to the creation of other
forms of natural language processing, including text categorization, text summarization, machine

translation, and morphological analyzers.

1.4 Research Question

1. What are the characteristics and word-formation patterns in Guragegna language?
2. What are difficulties or problems in designing stemmers for Guragegna texts?
3. Using the Experimental document as a benchmark, does the designed algorithm report

good performance?
1.5 Objectives of the study

1.5.1 General Objective

The main objective of this research is to develop stemming algorithm for Guragegna language text

1.5.2  Specific Objectives

To achieve the above general objective the following specific objectives will be attempted in the

research work

e To analyze and understand various stemming techniques that have been created for other
languages.
e To study the morphology of the Guragegna language and know how can stemming be

achieved.



e To investigate, modify, and establish guidelines for stemming Guragegna texts
e To develop a stemmer for Guragegna language.
e To construct a list of stop words and affixes used in corpus

e To evaluate how well the stemmer performs on the chosen Experimental text

1.6 Scope and Limitation of The Study

The design and development of a stemmer for the Guragegna language is the goal of this research.
The current research mainly examined the language's in both inflectional and derivational word
varieties gurage. Prefix removal, suffix removal, and letter reduplication all have three distinct the
stemmer also includes context-sensitive and recoding rules. The first type of reduplication is
frequentative, the second is total reduplication, and the third is total reduplication removal. By
putting the prefix letters to the list of prefix and suffix letters to list of suffix, prefix-suffix
removing can be prevented from being included in the stemmer. Compound and irregular words
as well as the infix stripping technique were not included in this study, which is a drawback of the

research due to its complexity and time limits.
1.7 Methodology

1.7.1 Literature Review

Evaluation of documents is done in order to learn the language's features. A literature review was
conducted to obtain data and comprehend the language because understanding the language's
morphology is a crucial part of the study. A review of language-related works is conducted by
looking through a variety of sources, including books, textbooks, journals, etc, in order to

comprehend the morphology of Guragegna.

1.7.2 Data Source

One of the fundamental resources needed for research on natural language processing is a text
corpus. A large body of material can accurately depict a language's morphological behavior.
Therefore, choosing the right text is essential to developing a stemmer. The text will be used to

gather prefixes, suffixes, and stop words. Additionally, the method will be tested using the text



corpus. School materials, fiction, other literature, and other sources will all be used for this

investigation.

1.7.3  Programming Techniques

The stemmer algorithm for Guragegna text will be created using the Python computer language.
This is due to the fact that Python makes manipulating text very simple, and also because the

researcher has some programming experience with Python.

1.7.4  Genral approach

Design Science Research technique is the overall research methodology chosen for this study,
and it is used to create the algorithm. In order to conduct design science research, an original,
useful artifact must be made for a specific issue area. Problem discovery, solution formulation,

development, testing, and conclusion are all steps in this research process.

Problem identification: Reading about NLP research issues in Ethiopia, notably the research
gaps, led to the identification of the research issue in this study. Reading about the study gaps in
the area therefore gave the researcher the chance to become aware of the limitations of stemming

research and made it simple to determine which languages have not been explored in this context.

Suggestion: After identifying the Problem, a study plan was created with the intention of doing

fresh research for gurage language while utilizing the underlying information already at hand.

Development: A rule-based stemming approach was chosen as part of this procedure, and a
suitable algorithm was created for the Guragegna language based on a thorough analysis of its
morphology. The stemming algorithm, the study's final artifact, is created and put into use using

the Python programming language employing context-sensitive and iterative methods.

Evaluation: Following algorithm development, the stemmer was assessed using error
counting techniques. The evaluation's findings were expressed in terms of appropriately,

excessively, and inadequately stemmed words.

Conclusion: Conclusions have been drawn from the primary research findings at the completion

of the study procedure. In this phase, the difficulties encountered when creating a stemmer for the

Gurage language are also explained, as well as the artifact's summary behavior.



1.8  Significance of The Study

A word in Guragegna might have a lot of different variants, and combining these variants improves
information retrieval performance. Creating a stemming algorithm for the conflated Guragegna
variant words. The creation of tools like document summarizers, indexers, thesauri, word
frequency counters, and spell checkers can be beneficial from developed stemmer Additionally, it

can be applied to minimize word variations and the overall quantity of files.

1.9 Organization of The Thesis

There are five chapters in the thesis statement. The beginning, which is the first chapter, includes
background information, a statement of the problem, the objective, the methodology, the scope
and limitations, and the significance and applications of the research. The concepts and methods
of stemming algorithms are explained in the second chapter. The various stemming procedures are
covered in detail. Review of stemmers created for native and foreign languages are related works is

also done.

Chapter three examines the morphology of the Guragegna language. This chapter's main interests
are the language's both inflectional and derivational morphology. The chapter will also go into

detail on the verb, adjective, and noun word construction procedures in Guragegna.

The development and evaluation of the stemming algorithm for texts in Guragegna are covered in
the fourth chapter. This chapter includes lists of stop words and affixes. The development process
for the stemmer and the selection criteria are also discussed in this chapter. Conclusions drawn
from the data are presented in the last chapter, chapter five, along with suggestions for additional

research.



Chapter 2

Literature Review and Related Works

2.1 Conflation Techniques

The presence of various variants for a phrase resulted from its diverse morphology. Some words
could have several forms that call for some sort of processing to return them to their base word..
Consequently, the main issue with indexing and retrieval systems is the morphological variance of
a phrase. To ensure that the gender of the subjects and the verbs correspond, variety of tenses,

person, temper, or voice, phrases may alter within a sentence. [20].

Morphemes can be derivational or inflectional, which means they can create new words or give
current words new inflection. Derivational morphemes are those that alter the word's part of
speech. For instance, wonder- wonderful. A word becomes an adjective as a result. The word that
has a derivational morpheme added to it is referred to as a derivate. The new word will differ from

the old one in meaning.

Inflectional morphemes are suffixes that are attached to a word to give it linguistic value. It has
the ability to give a tense, number, comparison, or possession. For example Plural: ‘‘Bike”’
,'Bikes’, ““Car”’, “‘Cars’’.

Word conflation is the technique of reducing a bunch of words with a common meaning to a single
term, or in other words, finding morphological variants of phrases with similar concepts and
representing them through their root phrases. [20]. It works by grouping together comparable
words with similar meanings in common forms.by utilizing conflation techniques to perform the
conflation. There are manual conflation techniques and automatic conflation techniques. At search
time, manual conflation is conducted using right-hand truncation. It is applied to query terms but
not to documents. Some conventional online systems, such as ERIC (Education Resources
Information Center), a virtual digital library system, allow users to truncate query terms by
employing wildcard letters, such as an asterisk (*) [21]. For instance, if the first search word is
abbreviated to FOUND*, more results on the subject FOUNDATION will be returned. However,
people are frequently unfamiliar with the truncation method. [20]. emphasized that the manual

right-hand truncation causes two key issues. the first is Over truncation refers to the final stem of



a phrase being stripped off too soon and the second Under truncation results in retrieval of too few

relevant related phrases.

For instance, if a user over shortens "publication” to "public" any terms associated with "data" and
"publication™ in addition to being unrelated words can be obtained. however, when the word has
been under truncated. A user is going to find a very small number of relevant phrases, if any. For
instance, any important papers relating to "COMPUTERS" and "COMPUTATIONAL" will not
be recovered if the word has been reduced to "COMPUTER" [22].

According to [3], stemming is a technique will be used to conflate or to decrease the morphological
differences of phrases to a single word known as stem. The stemming procedure "is an algorithm”
that lessens all phrases with a single root word to a common form by removing those word's
derivational and inflectional affixes. Prefixes, infixes, and other phrase extensions are also
eliminated. Stemming methods are critical as they improve the performance of file retrieval system
and decrease the quantity of index files by combining many morphological period variations into

one stem.

In some case steaming may look like lemmatization but it’s different from lemmatization let look
the difference However, the purpose of both steaming and lemmatization is the same. to reduce a
word's various inflected and occasionally related derivative forms to its basic form [23]. Stemmers
are computer algorithms that remove morphological variations from a phrase to create stems,

enabling automated phrase conflation. Automatic term conflation uses 4 different techniques.
1. Affix removal.
2. n-gram method,;
3. successor variety;
4. table lookup;

The Figure 2.1 will show the variety types of conflation methods and stemmers.
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Figure 2.1 Methods for word or Phrase Conflation for stemming

2.2  Stemming Algorithms

Words are stripped down to their root form or basic form using the natural language processing
approach known as stemming. To match word and retrieve relevant information or document from
large database we will use query for evaluating the outcome or result of user interest. The Entered
query may include different evaluation method which are Boolean operators that is, the operators
AND, OR, and NOT are used to combine terms. In this model, keywords or index terms serve as
placeholders for documents. [24]. In order to be retrieved from bunch of documents it must meet
users query condition or it must have higher rank from other. For each type of query, there has to
be a way to determine if a given query word matches a given phrase in a file, and the simplest way

to do this is to allow actual matching.

The stemming procedure’s primary purpose is to eliminate all potential affixes and thus minimize
the phrase to its stem [25]. Search engines such as Google and Yahoo employ stemming to contest
phrases with it suffixes and prefixes to the phrase stem, resulting in a search with numerous
alternatives within the meaning that ensures the maximum diversity of relevant articles that appear
in search results. Stemming also includes applications for gadget translation, file
summarizing, categorization of text, glossary development, spelling checks, and text type. It is

used in search engines for query expansion, indexing, and other natural language processing

10



concerns. The link between document and query in information retrieval is often determined by

the variety and frequency of phrases that they share.

Unfortunately, phrases have several morphological variants that cannot be known by term-
matching techniques deprived of some type of NLP. These versions can be viewed as equal by IR
programs since they often have identical semantic meanings. Stemming is often measured (tested)
by its impact on the query Because Stemming modifies the information received to answer the
query it can change the quality of the answer set. Information retrieval experiments have been
mixed, although selection Stemmer and stub can change the information matching the query, such

that the average performance differs from reality, but is a small improvement [26].

But evaluating average efficiency might disguise major changes in individual searches, and the
criteria used to analyze efficiency can make stemming results appear little even when the file sets
retrieved have been drastically transformed. Rather than using changes in precision and recall as
an indirect measure of accuracy, stemming algorithms can be examined by the correctness of the

conflations they generate. This is the method used by [27].

The features of stemming algorithms can differ significantly depending on whether a stemming
dictionary is utilized, which suffix is used, and what the stemmer is supposed to perform and The
majority of algorithms are founded on ideas and approaches. This process involves deleting the
longest single match or iterative deleting multiple suffix words. The reason behind the iterative
Suffixes is eliminated from the stem in the order determined by derivational rules in the iterative
technique. Stripping begins at the end of the word and works its way to the start in this approach.
For instance, if the word 'wonderfulness' is reviewed, the suffix -ness will be deleted in the first
iteration, and when ‘wonderful' is reconsidered, the suffix -ful will be removed, leaving ‘wonder'

as the final stem. The class order Stripping rule will be defined by the programmer.

Other approaches, such as the iterative approach, are utilized by [5]. It operates through five steps,
simulating the process of inflectional and derivational word formation by using five different
classes of suffixes up to 60 in total. Certain rules don't remove suffixes but instead modify the
ending stem to a different ending. For example, removing the suffixes "-ing™ and "- ion" from
"Transporting™ produces "Transport” and "Transporta,” each with distinct stems. However,
employing the recoding method that converts "-rt" ends to "-rta," the two words are merged to the

same stem, "Transport." [5]
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Lovins stemmer uses longest-match principle. the problem using the longest matching method
requires a much larger affix list This requires filling and processing list as well as storage costs.
storage costs have fallen over the previous decade, so keeping a huge list is no longer an issue, but
creating a list can be tough, particularly for languages with complicated vocabulary.

Stemming algorithms were created for a variety of languages, including English [5] [3] are the two
most common English stemmers. most stemming algorithms comply with the concepts and
strategies hired by the following two English stemmers, Porter and Lovis. Most algorithms' bases

are shaped by algorithms that use suffix stripping.

2.2.1  Successor Variety

Hafer and Weiss [28] developed the successor variety, which bases stemming on the frequency of
letter sequences within a body of text. As more characters are added, the number of substrings of
a phrase will decrease till the segment's limitation is reached. The work in structural linguistics
that tried to determine texts and morpheme boundaries based on the distribution of phonemes in a
large body of text served as the foundation for successor range stemmers. The stemming technique
derived from this work states words with letters rather than phonemes. After this process is
finished, the number of substrings that can be formed from a word will decrease as more characters
are added until a segment limitation is reached. The successor variety will thereafter significantly

grow.

2.2.2  Statistical Approach

Statistical Approach or in another name N- gram approach employs statistical techniques via an
inference process, and rules for word generation are developed based on a corpus. Several of the
techniques used are N-gram [29] and Hidden Markov Models (HMM) [30]

Single N-gram stemming tries to avoid this difficulty. The idea is to look into how each N-gram
is split over the entire file. Unique root words are going to appear significantly less frequently than
variant portions (common prefixes and suffixes) because of the morphological invariants. Inverse
document frequency (IDF), a common statistic, is used to find them. In a few European languages,
the authors evaluated the algorithm successfully. By evaluating specific types of sentences, such
as record titles, the n-gram stemming technique produced positive results, especially in topic areas

like chemistry. examples include Adamson and Boreham [31] discovered that the n-gram approach
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created measures of similarity and successfully grouped record titles from Chemical Titles.
However, in order to cluster any statistical dictionary, the n-gram approach's implementation

necessitates a tremendous amount of work.

HMMs, or Hidden Markov Models. It doesn't require any prior linguistic expertise or specially-
made training data. Instead, it employs unsupervised training, that can be carried out at the time of
indexing. HMM s are finite-state automata with probability-based transitions. instead, it employs
unsupervised training that can be carried out at indexing time. HMMs are finite-state automata
with probabilistic functions describing transitions. Every letter that makes up a sentence is

regarded as a state. The authors formed groups from all potential states.
1. Initial: consider to be roots only
2. Final: consider to roots or suffixes

The splitting point, or transition from roots to suffixes, is produced by the word-building process,
which involves transitions between stages. By employing Porter's technique as a baseline, HMM

tended to over stem the words in its checks.

2.2.3  Dictionary-Based Technique

This approach displays every phrase that exists in a chosen language together with any variants
that have been made by adding new words to the root phrase. To stem a word, the table is called
upon to find a phrase that matches. If two instances of a phrase are found, the associated root form
is returned. Then, using data lookup, words from inquiries and indexes might be stemmed. [32].
That dictionary is usually created by hand. Using a table lookup, words can be stemmed using this
technique. The table's entries are arranged alphabetically. The search can be made more efficient

by using a hash table or binary search list. despite the fact that such techniques are correct [32] .

The biggest issue with this approach is maintaining dictionary every time the language updated it
dictionary. It also has its own advantage most of the time it produces good stems. but, the technique
is limited to retrieving only those phrases which have previously been saved. However, the method
is only capable of recovering phrases that have already been saved. As the corpus grows, more

space is needed for storage, which could make the search method in effective.

This straight approach seems effective, yet it is insufficient to deal with the "unlimited” phrases

and their construction., Notably in languages with better morphological structures that are
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inflected. His evaluation of algorithmic stemmers was primarily motivated by this, which led him
to draw the conclusion that "in spite of the faults they can be seen to make, they still deliver right
functional outcomes". Not only will a dictionary designed to aid in stemming today likely need
major upgrading in a few years, but a dictionary currently in use for this purpose may already be

several years out of date. In Krovitz's experiments with dictionaries [3]

2.2.4  Affix Removal Algorithms

Rule-based algorithms are used for affix removal. The most popular method is called "affix
removal," which removes prefixes and suffixes from a word to create a standard stem form. The
longest match is one of the standards or rules that the affix removal method is built on. [33]. yet
subject to the morphology of the intended tongue. Based on a set of principles or guidelines, an
iterative largest match stemmer removes the longest string of characters from a phrase. This
process is repeated until no additional characters can be eliminated. Even when characters were

eliminated, stems might not be effectively combined.

A given word is stripped of its suffixes via an algorithm for removing affixes, leaving only the
stem. Despite the algorithm's drawbacks. Owing to its great precision and recall, it is the one most
widely acknowledged. Although Lovin's stemmer uses the same rule-based methodology as

Porter's algorithm, it is more cautious because its rules are not applied iteratively. [4].

2.3 Stemming Algorithms for Local Languages

there are some researches done in Ethiopian languages for steaming text which will be reviewed

and presented as follow.

2.3.1  Stemmer for Amharic

Amharic has a fairly rich morphology. Guragegna and Amharic are both Semitic languages with a
comparable morphological system in which word inflection and derivation follow a comparable

structure. reviewing Amharic stemmer will help to develop Guragegna stemmer.

Nega Alemayehu and Peter Willett [14] names will be always mentioned when we review
Ambharic stemmer because the build The he first Amharic stemming algorithm, The aim was to
investigated the effect of stemming in information retrieval for Amharic language. This stemmer

has been developed according to stemmer of Slovene [34]. Which they change the stemmer of
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Slovene to be used for Amharic language. The algorithm first finds a group of stop-words,
followed by a set of affixes associated to the final content-bearing words. They exploited the
features of the generated affixes to steer the stemmer's progress. The stemmer removes affixes
using iterative approaches that specify a minimum stem length, recoding, and context-sensitive
rules, with prefixes deleted before suffixes. After acquiring the stem of the word, the root is

obtained by removing all leftover vowels.

Alemu and Lars Asker [35]developed the other Amharic stemmer. The stemmer will look for all
potential divisions of a given word that are coherent with the morphology rules of the chosen
language, followed by the prefix and suffix of the word will be chosen based on corpus statics.
After eliminating the prefix and suffix from the term, it will seek up the getting word in the
dictionary to validate the stem word. When its tested on a limited text of 50 sentences, the stemmer
obtained an accuracy of 85%. 805words. A statistical examination of a 3.5-million-word Amharic
news corpus was used to determine the distribution and frequency of prefixes and suffixes over

Ambharic nouns. [36]

2.3.2 Oromo Stemmers

There has been many Oromo stemmers but M. Wakshum [16] is the first to develop stemmers for
Afaan Oromo language. The stemmer uses a suffix table in conjunction with rules to eliminate
suffixes from provided words by browsing up the longest match suffix from the suffix list of 342
suffixes that are automatically built by counting and ranking the most common endings. Other
linguistically appropriate suffixes have been manually added. It applies the longest-match, context-
sensitive technique, and rules that eliminate prefixes and suffixes, yet when tested on 1061 words,
the stemmer achieves an accuracy of 92.52%. The evaluation was carried out by counting

stemming mistakes and reducing dictionary size.

The second Afaan Oromo stemmer was created by [37]. In order to fix some problems which are
encountered by previous Wakshum M. the new developed stemmer included some features which
are not included in Wakshum. The idea is derived from Porter stemmers, who deal with measuring,
organizing rules into clusters, and assessing word creation depending on the nature of their ends.
The rules only apply under particular situations, such as the final stem must have a specified
minimum length, and the stemmer was tested on a collection of 5000 words, with the researcher

claiming that out of 2458 words, 90 (3.66%) were under stemmed and 15 (0.61%) were over
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stemmed. The stemmer's accuracy was 95.73%, while it produced 105 words (4.27%) of stemming

error.

2.3.3 Stemmer for Silt’e

M. Kedir in 2012 [38] developed the only stemmer for slite language. According to the research,
he used iterative, context-sensitive, and recoding methods to eliminate prefix, suffix, and
reduplication of letters. In the study article, the iterative but longest match stemmer is used first,
and the lists of affixes are tested against the word. Following that, it will remove affixes repeatedly
until all affixes have been eliminated. There are three steps for removing affixes. The first phase
eliminates prefixes, the second removes suffixes, and the last step removes reduplication of letters
from the word. The stemmer was evaluated on a data set of 1486 words and demonstrated a

precision of 85.71% while reducing dictionary size by 34.99%.

2.3.4  Stemmer for Wolaytta

The initial Wolaytta language stemmer was created by L. Lessa [18]. The Wolaytta language
depends on suffixation to create diverse word forms. This iterative, rule-based stemmer is context-

sensitive. The algorithm used an iterative development process to create the stemmer.

Lemma, the researcher, compiled the list of potential suffixes using a semi-automatic method. The
stemmer first receives a word to be stemmed, and then it determines if a suffix from the list has
been added to the word. The final word is then taken into consideration as a stem once the suffixes
have been iteratively removed from the word and the relevant conditions have been applied. In a
sample of 884 words, the stemmer’s performance was tested and found to be 86.9% effective.

2.3.5 Stemmer for Kambaata

Jonathan Samuel Sumamo [19] has created a stemmer for Kambaata text that uses the language's
terms’ longest-match, context-sensitive stemming algorithm. Kambaata is a purely suffixing

language with a complex morphology that primarily uses suffixation to convey word content.

The context-sensitive, single-pass, longest-matching stemming algorithm was created by adopting
the rule-based stemming methodology, and the error counting method was used to assess the
stemmer's efficacy. 138 words (5.69%) over stemmed and 16 words (0.66%) under stemmed, but
the errors of over stemming and under stemming were reduced to 2.60% (63 words) and 0.54%
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(13 words), the researcher claims. The stemmer was evaluated using test sets of 1385 and 1040

distinct words. respectively performance of the stemmer has been upgraded to 96.87%

2.3.6  Stemmer for Tigrigna

G. Berhe [15]has developed the first Tigrigna stemmer. The Porter approaches for defining the
rules are used by the Tigrigna stemmer, which employs an iterative approach but eliminates the
longest affix when two affixes fit the word. Five stage guidelines were utilized by the stemmer.
The first phase is removing double letter repetition by using the word to be stemmed as an input.
Prefix-suffix pairs are removed in the second stage. Prefixes are removed in the third phase, which
also takes the results of prefix-suffix stripping. When deleting a prefix, the length of the string
after the prefix has been removed is measured and the prefix list is checked for matches. By
accepting the result from the previous stem and determining if the word has any matches from the
list of suffixes, the fourth step eliminates suffixes. The suffix is deleted from the word if there is a
match and the remaining string is longer than the required length. The method stops redundancy

of a single letter in the last stage.

Y. Fisseha in 2011 [32] developed the other Tigrigna stemmer was. Y. Fiseha has
proposed the algorithm to reduce the gap in the previously mentioned G. Berhe algorithm and to
produce a more potent Tigrigna stemmer. Based on G. Berhe's earlier study findings, the researcher
developed a technique that, in order to increase the efficacy of the stemmer, eliminates the affixes
of the Tigrigna words in a comparably bigger corpus by utilizing particular grammatical rules.
However, this technique can only handle prefixes and suffixes. In accordance with the report,
reduplication, compounding, and irregular words were not addressed in this study. The algorithm

correctly stems the words 86.1% of the time.
2.4  Stemming Algorithms for Foreign Languages

2.4.1  English Language Stemmers

For the English language, several stemming algorithms have been created. These methods range

in complexity from the straightforward database lookup to the complex iterative longest matching.
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2.4.1.1 Lovins Stemming Algorithm

Julie Beth Lovins created The Lovins Stemmer, a one pass, context-sensitive, longest-match
stemmer [3] . A word being stemmed has an ending with a satisfying condition located and deleted
using a lookup on a table containing 294 endings, 29 conditions, and 35 conversion rules. This
stage mostly focuses on handling doubled consonants and irregular plurals. This stemmer is
attempting to handle both IR and linguistics, but he is unsuccessful in both.

The method does not produce acceptable linguistic results since some suffixes cannot be stemmed
because they are not included in the rule list because it is not complicated enough. The
transformation of words is fraught with issues. The stems are reformed into phrases using the
receding parameters in this technique to ensure that they match the stems of other related meaning
phrases. The fundamental issue with this method is that it is being shown to be largely inaccurate
and frequently fails to synthesize phrases from the stems or pair the stems of words with similar
meanings. It is also unsatisfactory from an IR perspective since its lengthy rule set and fading stage
slow down its execution. Due to the nature of the single pass technique used by this Stemmer, it
can only remove one suffix from a word at most. Using a list of roughly 250 possible suffixes, it
eliminates the longest suffix from the word till the stem, which is at least three characters long

after the suffix has been removed.
2.4.1.2 Dawson Stemming Algorithm

With a list of more than a thousand English suffixes, this stemmer expands on the Lovins stemmer's
methodology. It employs longest match approval iteratively. This stemmer makes use of a list with
260 English suffixes with corresponding elimination condition codes that Lovins generated
following [25] 's revision. the 1200 suffixes are updated. It read the suffixes and the state of the
code numbers backward to prevent storage and processing time issues. To handle stems, Dawson

extended the partial matching method.

The key concept of Dawson's algorithm is that two stems are of identical form if they match up to
a particular character threshold and the remaining characters for each stem fall under the same

stem ending class.

2.4.1.3 Porter Stemming Algorithm
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Martin Porter [5] The Porter Stemmer, a conflation Stemmer, was created at Cambridge
University. The Stemmer is based on the concept that most of the about 1200 suffixes in the
English language are composed of a collection of smaller and simpler suffixes. It consists of five
phases, with rules being applied at each step. If a suffix rule matches a word inside a step, the
conditions related to that rule are then evaluated on the stem that would arise if the suffix were
deleted according to the rule's definition. A rule fires, the suffix is deleted, and control shifts to the
following step after it has met all of its requirements and been approved. When a rule from one
step fires and control transfers to the next, or when there are no more rules in that step,
manages moves to the next step, if the rule is rejected. If the rule is rejected, the following rule in
the step is then tested. The resulting stem is returned by the stemmer once control has been

transferred from step five in this procedure, which lasts for all five phases.

There are several condition criteria that make up the Porter algorithm. There are three
categories of circumstances: rules-related conditions, suffix-related conditions, and stem-related
conditions. Porter's method is efficient in terms of storage and processing time since it employs a

vocabulary of roughly 60 suffixes and only includes a few context-sensitive and recording rules.
2.4.1.4 Krovetz Stemming Algorithm

The Krovetz Stemmer was developed by [7]. The stemming algorithm changes the past tense from
past to present and the plural to a single form. Frequently, this is combined with another algorithm.
nevertheless, cannot handle massive papers on my own. shown to not deliver accurate findings in
a consistent manner. The elimination of "-ing," the change from the plural to the singular form
(e.g., "-ies," "-es," or "-s," respectively), and the change from the past tense to the present tense.
The method of converting first eliminates the suffix, and then after checking a dictionary for any

recoding, it restores the word's stem.

2.4.2  Arabic Stemming Algorithms

Because Arabic is a highly inflected language and has a complicated morphology, it is particularly
challenging to design natural language processing tools for Arabic information retrieval. There are
a number of stemming techniques for the Arabic language that are also quite effective, both
derivationally and inflectionally. In comparison to English text samples of equivalent size, Arabic

text includes more terms that appear only once and more different words, and the spelling of Arabic
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also contributes to variability that can be confusing to information retrieval systems. Problems

don't arise from the letters' right to left ordering or from how they appear in different contexts.

The light and root-based stemmers are the techniques that are most frequently utilized in Arabic
stemming. The goal of root-based stemming is to identify the Arabic top word's root by eliminating
all prefixes and suffixes that are currently attached. For Arabic, a number of morphological
analyzers have been created., e.g. [39][47]. In order to eliminate the most common suffixes and
prefixes from an Arabic word form, various light stemmers have been created. These light
stemmers are all based on suffix and prefix removal and normalization. Illustrations of light
stemmers: Aljlayl & Frieder’s Stemmer Darwish’s Al-Stem, and Larkey et al.'s U Mass Stemmer
[40]. After modest normalization, the light stemmers had several stop word lists with Arabic
pronouns, particles, and the like eliminated. Depending on the stemmer tests, it was determined
that the light stemmer performed better than the root-based method because it eliminates sense

ambiguity by classifying words with similar semantic properties.

2.5 Evaluation Methods for Stemmers

The accuracy of stemmers will be evaluated using different methods. The manual approach,
vocabulary reducing, and Paice's method are the three most well-known techniques. In the manual
technique, the review process is carried out by a person who chooses the appropriate stem for each
word. We employ three assessment metrics: the total number of mistakes due to excess stemming,
the number of errors due to under stemming, and the number of accurate outcomes. The goal of
stemmers is to reduce the amount of the vocabulary for indexing reasons, and any repeats will be
deleted or omitted from the vocabulary reduction acquired by reducing the number of words in the

corpus by the number of stems created.

Paice's approach Stemmers are rated based on errors that happened during the stemming procedure
or during error counting. How well a stemmer performs outside of the context of retrieval is
determined by measurements of under-stemming and over-stemming., In order to compare various
stemmers qualitatively, three evaluations are made: the over-stemming index (Ol), the under-
stemming index (Ul), and the stemming weight (SW). This method involves phrase sampling
rather than repetition, with the words being 28 semantically and morphologically linked thematic

categories.
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The OI/Ul ratio provides the SW. [27] An ideal stemmer would stem all the words in a set to the
same stem. Paice has analyzed many English stemming algorithms apart from the context of an IR
system, and he did not employ conventional precision and recall settings. A stemmed cluster has
under stemming error if it has more than one distinct stem. This correlates to a detrimental impact
onrecall inan IR system. If a stem from one stemmed group appears in additional stemmed groups,
the stemmer made over stemming mistakes, which decreases accuracy. Therefore, a competent

stemmer should make the fewest under- and over-stemming errors feasible.

2.6 Related Work

As | have reviewd related works in above chapter which are local stemming algorithms developed
for Ethiopian languages like Amharic, Afaan Oromo, Kembatta, Tigrigna, Silt'e, and Wolaytta |
have clarified what are out come researcher and their problem with possible future work.we can

look up 2.3 Stemming Algorithms for Local Languages

The literature review led the researcher to the conclusion that many local languages have unique
stemming algorithms. One of the languages in which stemming studies have been conducted is
Ambharic. Other languages include Afaan Oromo, Kembatta, Tigrigna, Silt'e, and Wolaytta. But
there is no research has been done for developing a stemming algorithm for texts in the Gurage
language. Because of this, the researcher used the chance to do research on creating a stemming
algorithm for Gurage words.
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Chapter 3
Morphology of Gurage Language

3.1 Overview of The Gurage Language

Gurage is the name of a region in the Southern Nation, Nationalities, and People's Regional State
(SNNPRS), known as the Gurage Zone. Wolkite, the seat of the Gurage Zone, approximately 150
kilometers to the southwest of Ethiopia's capital Addis Ababa. Gurage also describes the residents
of the Gurage Zone. Guragina is the name given to Gurage by its local speakers. Chaha, Ezha,
Endegegn, Ener, Inor, Gumer, Gura, Geyto, Meskan, Muhir (with sub-varieties "di-bet and an-
bet™), Dobi also known as Gogot, and Kistane also known as Sodo or Aymelel are the thirteen
dialect clusters that make up the language. [13].

Gurage is a collection of three mutually incomprehensible groups of Southern Ethiopian Semitic
languages: Northern Guragc, Eastern Gurage, and Western Guragc.Mesqan, Enncr, Endcgagn,
Enncmor, Ceyto, Chaha, Ezha, Gumer, and Gura are members of the western Gurage group.
Together with a few other minor dialects, these four, which are from Central Eastern Gurage, make

up the "Sabat bet" (Seven House) languages. [12].

The majority of the Cheha ethnic community, which is a component of Sebat Bet Gurage, resides
in Chaha worda. The Wored has an overall population of 115,918 people, 106,933 of whom are in
rural areas. Emdibir serves as the werda's capital city, and its area stretches between the Magiacha
and Wengia rivers in the north and south, respectively. Its northern and eastern borders are Eza,

while its southern and western borders are Geto and Ennemor.

3.2 The Writing System of Gurage Language

Gurage uses Ethiopian national writing system Ge'ez, The Ge'ez script is used to write all
Guragigna languages and dialects. This script's Gurage subgroup has 44 unique glyphs.. This
Ge’ez script is mainly used for Amharic language, Geez and Tigrigna language.
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3.2.1 Vowels and Consonants of Gurage Language

Gurage Chaha's grammatical structure is closely connected to that of Amharic and other Ethio-

Semetic languages, as stated in Leslau [11] and Ford [41] Gurage contains distinct

morphophonemic characteristics, seven vowels, and thirty-seven consonants.

3.2.2 Consonants

The consonant sounds [s] and [p] are used for loan words from Ambharic. For example, one can

find these phonemes in the loan words like mas ‘haf ,, {a°&v&}book “ s alot,, {ad=t}prayer pent’s

{4 2m}, protestant” and p ‘ap ‘as ,, {440 }bishop [42].

Loan words from Amharic employ the consonant sounds [s] and [p]. These phonemes, for instance,

may be found in loanwords like ms'haf {soZv&} "book,"” s'lot "prayer,” {&A~} p'ent’ "protestant,”
{4 Zm}and {240} p'ap'as "bishop". [42].

Table 3. 1: table shows the consonants of gurage

Nasal

voiced
Plosive/ )
- voiceless
Affricate

ejective

voiced
Fricative

voiceless
Approximant
Rhotic

Labial

plain

m

round
mW

bw

fw

Dental

(=]

l—+

(1)

IN

ln
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alveolar

Palatal

1{(2)

¢ (k)

¢’ (k)

¢ (x)

I\%

Velar

plain

1=

K’ (k)

X<

kw

kv (k)

XW

1=

Glottal
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Table 3. 2: table shows the consonants words of gurage

3.2.3  Vowels

As | mentioned above Gurage has seven vowels and each Based on the location of the tongue,
vowels are divided into three groups: front vowels 'i, €', central vowels i, a', and rear vowels 'u,

0'. When the center vowel 'a' follows the voiceless velar fricatives 'x', an allophone 'e' is produced.

Bahire Araya [42]

Table 3. 3: table shows the Vowel of gurage

Front Central Back
High i i u
Mid e ) 0
Low a

3.3 Morphology

The study of morphology explains how words are generated in a particular language. and minimal
linguistic unit of a language is called morpheme but it must have meaning. There are two types of
morphology. The initial is When word stems are coupled with grammatical indicators for things
like person, gender, and number, the process is known as inflectional morphology. In this instance,
the parts of speech won't alter. However, Derivational Morphology is concerned with
modifications that will alter the components of speech. For instance, a verb can be used to create

a noun or an adjective. [43].
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Free morphemes and bound morphemes are the two different forms of morphemes. When
compared to bound morphemes, which cannot occur on their own as words, free morphemes may
stand alone as words and don't require any assistance to have meaning with other words. for
example free morphemes of cheha Gurage “*Fr’[ee@]i{moto}”’came”, “eon”[’F1£]”’problem” this
word have meaning on there own. But when we came to bound morpheme they can’t stand by
themselves. For instance, when we add “# on suffix of ““Fr” it will change noun, gender so its

bound morpheme because of it will not have meaning with out the added suffix [9].

3.3.1  Word Formation in Gurage

The Gurage language uses a variety of word-formation techniques. which are changing vowel
patterns, compounding and Affixing which means that adding prefixes suffix, suffix and infixes to

words it may be at the beginning or end.

Sometimes we may add suffix and prefix at time but its not wildly seen. So the common ways of
word formation is adding of suffix, prefix and infix to phoneme. For instance “47”,[ av71£7], road
and when suffix ‘1’ is added it became “ke?1” [a071£5], passenger. “ATr”:[A?] watch and and when
suffix “’ is added it became ““txH™, [4£?], watching [43]. Therefore, one guragegna word can
give very large number of variants because of complex morphological structure. Compounding is
the one way of word formation, when two or more words are compounded ant they must have
different meaning from the first. For instance, ““%4-#1” menatot [worker or employee] but when

we dived the word in to two it will give us “e35”,”’mena” [job] and “#”,”tote”,[do].

3.4  Derivational and Inflectional Morphology of Gurage

Inflectional affixes are created by joining word stems with grammatical markers for things like
person, gender, number, tense, and case. In gurage language we have five parts speech which:
propositions, adjectives, nouns, verbs, and adverbs. Conjunctions and prepositions are unhelpful
for IR or other natural language processing objectives therefore the focus of the the study of

derivational and inflectional morphology.

341 Inflectional And Derivational Verbs

Verbs make up an important portion of the dictionary and display various morphosyntactic

characteristics depending on how the consonant-vowel sequence is arranged. The perfect tense
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third person masculine singular is the most basic form of the verb [43]. The majority of words with
triliteral roots are listed with the verb in the third person masculine singular. Each of the three

conjugation classes A, B, and C belongs to a root with three consonants.

A class. These do not germinate in the citation form (perfect), but the vowel "e" is present between
both sets of consonants. For instance, “41™,aeze [4?], ‘he watch’, “era” mese,[1+A] he took off’
and The gemination of the second consonant in all forms sets the B class apart. Example
“goZP”’ merege[araern], *Recruited’ ,” ahh“ Sekeke,[ ah ], ‘Plug in ‘. The small number of
members who belong to the C class pronounce the vowel a between the first and second
consonants. For instance, ‘a1’ banere,[ Ad.a ], demolish 3¢’ takere,[ A+4] he fixes [42].

3.4.1.1 Aspect of Verbs

In Gurage language morphology verbs have four types of stems which are perfective stem,
imperfective stem, Imperative stems and the last one is Jussive stems.
Perfective stems

Most of time The perfective stem is used to form simple past, present perfect and past
perfect tenses

For Example, ‘31£’[tagede] “he is prisoned”, when we changed to Present perfect *

21£9°° [tagedem] “he has prisoned”.

Imperfective stem

The imperfective stem will be used for the formation of the present/future and past-
imperfective tenses. They described by the insertion of the vowel /o/ between the first and

penultimate consonant radical roots canonically

Example: ‘e31£’° [yetaged] “he will prisoned”.

Jussive stems

Depending on the characteristic of the root morpheme in the canonical triliteral roots, stems

are created by inserting either the vowel /o/ or /4/.

Example: ‘e7°nc’, [yember] “may live™
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‘ehce’ yesrof  ‘may fear”

Imperative stems

The subject marking affixes are what set apart the jussive stem template slots. It is clear
that the imperative forms of verbs are used to communicate orders and directions in the second

person singular and plural of either gender.

Example: “0i¢’, [bera] “you eat*

$N’ yesrof ‘come on“

3.4.2  Verb Inflection

The sentence elements other than the subject can potentially be marked in the verb's morphology,
as is the case in other Ethio-Semitic languages, as shown by the benefactive (ben),
detrimental/instrumental (detr), and complement person suffix (cps) categories above.. The
benefactive and detrimental/instrumental markers are not necessary for the complement person

suffixes to exist, although these last two types do.
3.4.2.1 Perfective

The perfect nature of verbs is used in Gurage verbs to generate the past and complete acts. These
verbs serve as the foundation for other forms that could inflect their base. The fundamental form
of the perfect tense, that has a stem and a subject marking, usually indicates the past tense. In the
perfect tense of a verb, a subject marker and a pronoun suffix may be present.. The name, gender,
and subject number are all indicated by a subject marker. The person, gender, and subject number
all contribute to determining the shape of a subject marker.. The suffixes attached are °/m /, @/Sh
/, ¢lrol, anil, v-/hul, /. With all sorts of verbs, subject-marker and pronoun indicator suffixes are

frequently employed without any change. [43].
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Table 3. 4: Inflections perfect tense

Verb Variations Person Gender Number
1 2 M F Singular Plural
e, + + + +
(N AL + + +
(A + + +
[ J(% A + + +
NS + + +
et + + +
0T + + +
(AN + + + +
(% VA2 + +

3.4.2.2 Object agreement markers

The non-subject argument that is the object is stated via bound affixes. These morphemes can be
observed joining verbs that are preceded by applicative objects. The object and object applicative
affixes are related to two fundamental allomorphs, "light" and "heavy." These object morphemes

represent the person, number, and gender.

The voiced velar (-ah-) has an allomorph in the second person object marking (-av-). Therefore,
using the second person plural or the heavy set the voiceless fricative changes to a voiced velar
sound. the third person, of the voiced palatal approximant -¢ has allomorphs in the alveolar voiced
nasal. But, unlike the first person singular, where the light and heavy allomorphic sets are indicated

by the morphemes -4/2 and -1, respectively, there is no conditional change in the first-person plural

[43].
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The syntactic roles of direct object markers can be specified by possessive pronouns that can agree

with the pronominal affixes allowed on verbs..

Table 3. 5:0Object agreement markers gurage

Person Light Heavy
1PS - -7
1PL i Vai i Vai
2MS -4 -h
2FS 4 -h
2MPL -4 -Ah-
2FPL -4477 -Ah7
3MS -7 -7
3FS -¢ P
3MPL P p
3FPL - 777 -joma P77

3.4.2.3 Imperfective

In Guragegna, the imperfect verb is used to describe non-past behavior. There are prefixes
and/or suffixes. As is typical for Semitic languages, several of the person identities used with

imperfective stems combine prefixes and suffixes..

Table 3. 6: the imperfective stems non-past of gurage

present/future ‘Gloss’

At ‘I work

et “You (m) work
P “You (f) work
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et “He works

et ‘She works
T “We work

SAE “You (pl) work
o “They (pl) work

The above Table 3. 7 shows how suffixes and prefixes are added for the root verb “f”

Table 3. 8:the present/future form of gurage

Person

Singular

Plural

1st person

At ("1-chot)

7t ( n- chot)

2nd person-masculine

-t (t-chot)

-k (t- chot -u)

2nd person- feminine

T+ ( t-chot-i)

7+ (t- chot)

3rd person-masculine

et ((y-gebr)

- (y- chot -u)

3rd person-feminine

+F (t-gebr)

+F (y- chot -a)

Table 3. 9: the Person suffixes form of gurage

Person suffixes Example Gloss
AL A

1PS A ,»,my mother*
AR
Al 34

1PL -24 ,,our mother™
ALt G
Al A

2PMS -4 ,your mother"
Al
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AEA Achr

2PMPL - ,your mother"
AR ch
Al h.

2FS - ,your mother"
AR,
Al Ach.77

2FPL -4ch. 77 ,your mother*
AL T 77
bt~ I

3MS - ,,his mother™
ALt
At h§ '

3MPL -9 ,,their mother*
APt T
Al P

3FS -dh ,.her mother™
ALt ch,F
AL~ 777

3FPL - h.777 ,,their mother*
ALt ch. 777

3.4.2.4 agreement markers

Additionally, subject agreement indications are present in imperfective verb tenses.
Imperfective agreement markers are prefixed to base morphemes in a manner comparable to
subject agreement markers in the perfective tense (see Table 3.9), and in certain situations, they

are also suffixed onto verbs. Consider the table below.

Table 3. 10 markers of Subject agreement in imperfective

Person Subject marker

1PS A-
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1PL z-7
2MS 7 -4
2FS 71 -A
2MPL 1= A
2FPM 71 -A9°
3FS -
3MS -4
3MPL f-H9"
3FPL (4

The imperfective verb conjugations are morphologically connected to the imperfective subject
agreement indicators. These affixes subject agreement morphemes are always agreed to by the
sentences' optional objects in terms of number, gender, and person. Think about the information
below [44]

Table 3. 11: the Person suffixes markers in perfective

Singular Examples Plural Examples
Znn z--¢ha-7
1PS Znn 1PL 0z
| bite/am biting We bite/ are biting
Al 7 -dn0-h
2MS A 2MPL XA
You bite or are biting You bite or are biting
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teha-A t-dha-av

2FS WAL 2FPL A
,» You bite/are biting* ,» Y ou bite/are biting*
+-dha -nn-A97

3FS +iha 3FPL Znage
,»She bites/is biting" ,»Lhey bite/are biting™
f-dhn ? -Zha-A

3MS ehan 3MPL Al
,,He bites/is biting"™ ,»They bite/ are biting

3.4.2.5 Negative

Main verbs that are negatively imperfective are simply distinguished by the inclusion of a
morpheme. The added negative morpheme has no effect on the imperfective verb's accentual

structure.

For example. -*t means ‘I work’ but when we add ‘a1’
At+t At It give us don’t work
‘04 means hide when we add ‘A1’

‘Wt + Ot AtOeT4 It give us don’t hide

Table 3.12: negatively imperfective markers of gurage

Verb Types Affirmative Negative
afiz Az
Type A )
He broke. He did not break.
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ht4.
ht%. At
He di t chop.
_He chopped.” ,»He did not chop
(14 A0
Type B .
,He changed.* ,,He did not change. "
aid AZQ1C
,He destroyed.* ,,He did not destroy.”
Type C ARPP0
PP
He di kon.*
He beckoned.” ,,He did not beckon

3.4.2.6 Imperative And Jussive

The imperative simply utilizes suffixes; the jussive forms combine prefixes and suffixes as well.

The suffixes used with the imperfective stem are the same for both imperative and jussive.

For Example,
7L [neshade] let me divide 4L [shade] divide
+4¢ [neshade] she divide 2dg [shade] let him divide
742 [neshad0] let them divide 74L9° [neshadO] let us divide

3.4.3 Derivation of VVerbs

Because the semantic qualities frequently overlap and are erratic, dealing with derived stems seems
better from a morphological perspective. The following derivational procedures have been
identified. [43] Prefixation of A+ thematic change from A to & . It carries a causative connotation.
Other than & , thematic vowels are prolonged. The prefix is exclusively added to verbs with lengthy

thematic vowels.

Examples:

s |betere] ¢Lav  front AT |betere|,  +Lav cause to be front
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ans  |bekere] +F1 Troubled &At0hd  |bekere|, 14 cause to be Troubled

téch |terahe| +ah  sent  Até |terahe| +ah  Cause to be sent
+99+  |[tmuate| 214 Struggle A9+ |tmuate 214 Cause to Struggle
+ad |tesare| meP  ask At |tesare| mef+  Cause to Ask

3.5 Morphological Reduplication

produces verbal stems. The penultimate root morphemes are repeated to indicate the verbal

semantic range.

Reduplication: There are three different types of reduplication in gurage. These include Total,

final, and frequentative reduplication [43].

351 Frequentative

Transitive triradicals and vocoid-second quadrilaterals replicate their penultimate radical to create
the frequentative. As its shown below in 3,12 table Reduplication involves manipulating labialized

or palatalized consonants as a single unit

Table 3. 13: the Reduplicated Frequentative stems form of gurage

Perfective stems Gloss Reduplicated stems | Gloss
PPTC ,, Kill* PPTC ,kill again and again®
»separate again and
72Me »separate” 72Mnd )
again
Pl ,.tie™ EL 4 ,.tie again and again *

3.5.2 final reduplication

final reduplication occurs when copying is done edge-in, as opposed to when copying is done

edge-only and certain bases reduplicate their final radical.

Table 3. 14: The final Reduplicated stems form of gurage
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stems final Reduplicated

Ah Measure Ahh Measure Well
e Roast $5¢ Roast Well
&n Tire Pa)a) Tire Well

3.5.3  Total reduplication

In total reduplication the singular stem will be remove again in order to create the point who is the

presented.

Table 3. 15: Total reduplication of gurage words

Singular Plural

74, long/tall 74,74, ,,long ones"
AC short ACAC ,,Short ones
1N red NFNT ,,red ones®

3.6  Noun’s Inflection

A noun is in the nominative case when it is the subject of a verb, the accusative case when it is the
object of a preposition, and the genitive case when it is the object of a preposition. A Guragegna
noun's form is determined by the gender, number, and grammatical case of the word. Affixes are
used to create nouns from other word classes, mainly verbs. They can also be created by joining
two or more basic nouns to form a larger semantic phrase. Furthermore, formative vowels are
inserted into the C-slot in nouns, which are derived from other word classes via root and pattern.
Complex nouns have a complicated morphological derivation or word development [43]. Degif
Petros Banksira In Gurage, nouns are morphologically inflected for case, number, gender, and

definiteness. With reference to the examples given below, each of these concepts is discussed.

36



3.6.1 Number

The bulk of words having plural numbers is kinship terms and names of domesticated animals.
Additionally, there is suppressive plural, which is commonly referred to as fragmented plural and
is produced by separate morphological processes. However, the majority of the time, the plural

numbers are hinted at in the verbs and also expressed through the third-person pronoun

The plural form of a number is commonly represented by a cardinal number. In contrast to
their counterexamples, which are single nouns that are added to all countable nouns to indicate the
plural notion, which may be regarded as "noun plus they" as in the data below, third person

masculine(v-¢) plural is used to imply the plural countable nouns.

Example a. a9°C hI°CU-S
“&10e” “0 00
Imer Imerxno
stone stones
b. A%iC ATICUS”
Imar imar
‘hug imar

Donkey donkeys

3.6.2 Gender

Grammar is not the main factor determining gender; unpredictability is. As a result, gender is
determined by sex for both people and animals. Feminine and masculine genders are indicated by

internal modification, and these nouns mostly refer to kinship words and domesticated animals

Because they lack inherent gender indicators, Gurage also usually assigns gender to inanimate
words [43] Since all inanimate nouns are often indicated as male depending on the socio-cultural
milieu of the language variety, inanimate nouns are normally given their gender based on vocal

conjugations. Think about the information below:
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Table 3. 16: the Gender form of gurage

Masculine Feminine

‘an ,,husband" 7707 ,,wife
ACT ,,boy" A ,girl
Al ,father" AT ,,moth

3.7 Noun’s Derivation

There are main and secondary gueragegna nouns. They are derived if they share root consonants
with verbs, adjectives, or other nouns, or if their meaning is comparable. Otherwise, they are
crucial. Nouns are created through affixation and intercalation from other nouns, adjectives, roots,

stems, and the verb's infinitive form. A morpheme

3.7.1  Abstract nouns

In this morphological process, the condition of concrete nouns is changed into the equivalent state
of abstraction concepts [44]. In Gurage, adding the limit suffix - - to nouns or adjectives results

in semantically new and unitary abstract nouns. The examples below illustrate the morphological

operation.

Table 3. 17:Abstract nouns of gurage

Concrete noun

Abstract noun

VA7id theif 20t theft
7h child 7t childhood
a1l man a1t personality
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Vowel deletion takes place when the abstract noun marker is attached to nouns with vowel finals.
Therefore, as one can determine from the data given above, the epenthetic vowel (1) is added in

lieu of the other vowels if it attempts to generate more than two sequences of consonants.
Adjectives also get the suffix morpheme (--rt), which serves the same morphological purpose. As
an outcome, adjective-class words are changed into abstract nouns to produce abstract nouns [43]
3.7.2  Gerundive nouns

The (-at) suffix is used to join gerundive or infinitive verbal stems to jussive verbal stems in
Gurage. The jussive verbal stems receive the bound morpheme (-at) as a suffix, which results in

gerundive nouns

Table 3. 18: the Gerundive nouns form of gurage

Jussive stems Infinitve/gerundive
mnC-kt .o be strong/being
m7n.C be strong .
mhet strong
AANC-ATF
NG break ,»to break/breaking™
A.net
Ntht
¢ eat ,to eat/eating
net+

3.7.3  Nouns of Group identity

Nouns that designate the individuals who make up a certain grouping are derived morphologically.
In Gura, nouns that function as group identifiers are formed using the bound morpheme (-A%); when
vowel ending words are connected to this noun former morpheme, the initial vowel must be
eliminated. When this morpheme is linearly added as a suffix to simple nouns, the complex nouns

are derived.
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Table 3. 19: the Group identity nouns form of gurage

Noun Group identity

577 road %77 -(-h') > 4777 pedestrian
104 hope 7014 -(-R'1) > 104.7 optimist
foroz &4 ,,horse* ELH-(-R'1)> &LH7 ,,horse man‘

3.8 Adjective Inflection

In Ethio-semitic languages, adjectives can have both simple and complex forms, and they share
some morphosyntactic traits with nouns and pronouns. Compound adjectives are affixes, whereas
simple adjectives are citation forms. Even though adjectives differ in number and kind among
languages, they are conceived in a language using semantic principles. [9].

Despite being fewer in number, Gurage's adjectives share morphological and syntactic possibilities
with nouns and pronouns; as a result, as well as to the conceptual sets of semantic bases, they can

also be inflected and derived for distinct morphological usages.

3.8.1 Number

Solitary numbers are not denoted in Gurage, although multiple numbers are physically apparent.
As a result, stem reduplication is used to describe plural adjectives, and they are also inadvertently
expressed by the usage of pronouns, most often third person masculine plural (-0), which is

realized as -no in informal conversations.

Some adjectives duplicate to produce their plurals. The adjectives are entirely repeated when they
convey the plural forms of their counter examples. The examples that follow show how to duplicate

plural adjectives.

These derived plural adjectives do not need connectors while reduplicating; instead, they are
concatenated entirely by themselves. As a result, Gurage adjectives derived their plural
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counterexamples by complete reduplication, but there is no partial reduplication in my fieldwork
data.

Additionally, the morpheme (fi¥) is post-modified adjectives to express morphological plural
numbers, even if their counterexamples (single form) are not noted. Adjectives are inflected
indirectly for plural number. The adjectives formed and derived from this morpheme () are

commonly suffixed. [42].

Table 3. 20: the adjective inflection Number form of gurage

Singular Plural

oo h7y beautiful aoChTINT beautiful ones
2 sleepy PR sleepily ones
me? dry mePNS dry ones

This bound morpheme affects a variety of adjectives as a consequence. It is symmetrically

concatenated to the generic adjectives, as was demonstrated by the talks that came before it.

3.8.2  Derivation of adjectives

Gurage also derives adjectives from morphological derivation. Adjectives are therefore produced
from other fundamental word classes using affixes like ¢-, ...?, -497, -&%1 "-," and others as detailed
below. Common nouns can be transformed into superior adjectives by adding the suffix -¢. Simple
nouns are linearly suffixed by the morpheme (-?) in this instance, as opposed to the derivational

process in [43].

Table 3. 21: the adjective Derivation Number form of gurage

Noun Adjective
DT sleep o&tP sleepy
A hair TiCe hairy
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&nc

leaf

Pmce

EVer green

Simple nouns are transformed into adjectives of color and quality using the morpheme -491. This

morpheme is used to construct new, semantically connected adjectives. Think about the

information below

Table 3. 22: the adjective Derivation Number form of gurage

Noun Adjective

aoCh appearance aoCh --h 77> oohey | beautiful
7C load 70 -hTN > 75257 strong
ne rumor &nC -k > Emas Talkative

Suffix (-47) This morpheme is used in Gurage to create adjectives that describe a noun's status or

quality. In this case, the words' last vowels are changing. Think on the info below [41].

Table 3. 23: the adjective inflection Number form of gurage

Noun Adjective
ool injury TH--RK'1> TR Injured
PA1] ,,mind" PAL-7-R1> PAATY ,,wise™
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Chapter 4

Design and Implementation of The Stemmer

4.1 Introduction

In chapter three, a morphology aspect of the Gurage language has been described (reviewed). It
has been established that the primary method of word creation in Gurage is affixation. As
previously mentioned, the components of affix are: - reduplication, prefix, suffix, and pair of
prefix-suffixes for Gurage language Words are inflected and derived using these affixes. For
definiteness, number, and person, nouns are inflected. For gender, number, person, aspect, and
tense, verbs are inflected. Gurage, like other Semitic languages, has a complicated morphological
structure that led to a lot of word variants. A stemmer's primary function is to reduce various word
variations to their fundamental form (root). Therefore, the primary goal of this chapter is to create
a language-specific stemming algorithm. As a result, the next section describes the creation of a
language-specific stemming algorithm. Along with the examination of the stemmer, the collection
of stop words and affixes has also been presented.

4.2 Corpus

For the experiments and the construction of the stemmer, the researcher used samples of text from
several sources. The researcher assembled a collection of documents using records from several
sources. There are 4,202 unique words among the 10,721 tokens that make up the corpus. The
document was used to collect stop word lists, gather affixes, and test the algorithm. The test data
was randomly gathered from the document to evaluate the stemmer from various perspectives of
word types. Word distribution in sample text documents of a language may be seen using word-
ratio, which is helpful for examining a language's behavior. This makes it easier to see how a

document's words are dispersed morphologically.

43



Table 4. 1 the word ratio of sample document for Gurage language.

Word ratio
. Word Word .
Name Description ok t (distinct  to
okens es
P total word)
Book Guragena  books  fiction, history, 10791 4200
ooks , ’
dictionary 39.19%

4.3 Normalization

In NLP applications like stemming, normalization and tokenization are crucial data preprocessing
procedures. During the preparation step, file formats, character sets, and variant forms are
constantly updated to guarantee that all content, regardless of its source, is in the same format.
Preprocessing is required to give the source text to the stemming program in a way that is suitable
for it. All punctuation, control characters, numerals, and special characters are stripped from the
text before the data is processed. Gurage employs 26 distinct Ethiopic alphabets, as compared to
Ambharic and Tigrigna (in the Gurage language writing system, different letters that have similar
sound, like (w,0,4,0,,) are not used; only h,0,A,0 are used. However, humans have written these
similar sounding characters employed in the Tigrigna and Amharic writing systems in various

documents from actual life.

4.4 Tokenization

For this study, words serve as tokens. All punctuation, control characters, numerals, and special
characters are removed from the text before the data is processed. Space is used to demarcate
words because all punctuation has been replaced by spaces. Consequently, a character string is
recognized as a word if a space is added after it. In tokenization operations, a string of valid

characters identified as a word was recognized.
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4.5 Stop Word List Creation

By gathering the words that appeared the most frequently throughout the Sample paper, the stop
word list was created. The document's word frequency was created using a Python algorithm. Stop
words are words that have no function in natural language processing (NLP) applications yet are
often used in writing texts. These stop word lists are created for two main reasons: These words
could impair stemming performance because no NLP application will benefit from the usage of
stop words in stemming. Second, eliminating stop words aids in file size reduction. Stopping is the

process of getting rid of words from texts that don't add much to the substance.

Pronouns, prepositions, particles, and articles were used to create a Guragegna stop word list for
the sake of this study using a Python software. Guragegna's broad stop word list was created. The
word forms are first arranged in the collection of Guragegna documents according to how
frequently they appear. The terms that occur most frequently are taken. Second, all verbs, nouns,
and adjectives more or less directly related to the primary subjects of the underlying collections

were carefully removed from this list.

Table 4. 2: Sample prefixes of Guragegna

NO Word Frequency
1. P 198
2. Eal 125
3. ‘a’ 104
4, ‘029 100
5. ‘049! 70
6. ‘go! 66
7. oy’ 59
8. ‘NG 57
9. ‘ot 56
10. ‘cay ' 54
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11. 'oc’ 53
12. ‘he' ol
13. " 44
14. ‘oo’ 42
15. ‘0D 41
16. 'on' 40
17. "oy’ 39
18. 4C' 36
19. ‘pao-! 35
20. ‘eooc 34
21. ‘W' 34
22. ‘We' 34
23. g~ 32
24. ‘nc' 32
25. "Heot 31
26. 'HY' 30
27. 'en’ 28
28. ‘g’ 27
29. Hc' 27
30. "R 27

45.1 Compilation Of Prefixes

A list of prefixes that are used to build the algorithm is compiled from several sources depending

on the grammatical functions of the affixes and their frequency among the Guragegna words found
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in the document collection. The list was compiled from different Guragena research’s [43] Degif

Petros Almayehu [9] Bahire Araya [42]

Table 4. 3: Sample prefixes of Guragegna

prefixes prefixes
At W7

AU -

(4 ¥

7 ho°

¥ At

h a7z

S Al

45.2  Compilation of Suffixes

A list of Suffixes that are used to build the algorithm is compiled from several sources depending
on the grammatical functions of the affixes and their frequency among the Guragegna words found

in the document collection. The list was compiled from different Guragena research’s [43] Degif

Petros Almayehu [9] Bahire Araya [42]

Table 4. 4: Sample suffixes of Guragegna

suffixes suffixes
N AU

At FALH]

Al VA

ue E
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AT Al
A1 o+
e 1
4 1
9 ?

4.6  The Proposed Architecture

There are numerous techniques developed for English that have also been studied for Semitic
languages like Amharic, Tigrigna, Silt'e, and Geez. The Gurage stemmer was created using some
of the methods employed in these algorithms. The procedure is iterative, although it starts by
removing the longest affix. The stemmer accepts directly Unicode data that has been represented
in Unicode. As a result, when creating the algorithm, the length is employed to indicate the size of
the word. A Gurage word must have at least two letters to be meaningful. The algorithms based

on this idea have therefore employed the minimum word size.

Gurage uses one or a combination of the methods to carry out the inflection and derivation
operations. affixing externally without altering the stem just removing the internal and exterior
affixes with a few modifications may have been the beginning of the end., Middle or beginning

which may lead to insertion or deletion of consonant and vowels or pattern exchange

For the goal of reducing affixes, the stemmer was designed in two steps. Prefixes are removed in
the first phase. In order to remove a prefix, it is necessary to check for matches in the stop word
list, prefix list, word length, and context-sensitive conditions. The prefix will not be removed from
the word if it matches the prefix list and meets the context-sensitive criteria; otherwise, the prefix
will be stripped out. The suffix is removed in the second stage. The phrase is initially contrasted
with a list of stop words. If there isn't a matching in the stop word list, the total amount of the word
will be considered. The suffix list file will be opened and the suffix and word matching will be
checked if the phrase is more than two. If a match exists for the phrase but it doesn't satisfy the
context-sensitive requirements, the suffix stripping method is applied. Otherwise, no suffix is

going to be dropped.
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The stemmer first obtains the word before determining whether it is in stop word list . If an exact
match is found, the stemmer continues and takes the next word if the file hasn't finished; otherwise,
the phrase will be delivered for the next phase, the length of phrase will be recorded. If the word
is less than three letters long, it will not be stemmed and will instead be recorded to a stemmed
file; if not, the phrase will undergo an affix elimination procedure in order to remove the required
affixes. The program then compares each word to the stop word after removing the prefix and
suffix. Recoding and context-sensitive checks will be performed as necessary, and the appropriate
action will be done, depending on the situation. architecture

46.1 Context Sensitive Rules

A context-free stemmer eliminates strings without regard for the remaining stem, allowing it to
remove strings that appear to be valid affixes but are not. For examples removing “re-“from
“response” or “-al” from “fatal” and it produces similarly unsatisfactory outcomes when context
free is used for Gurage. For instance, ré-cot {terarwt} {rA} umbrella , a7@o+ {senwt} {TCh
av4.¢0} “prush’, have a leading string @+ {wt} which is in the list of prefix removing this leading
string result in re-C {terar}, 0z {sen} has nothing to do with the right stem. The researcher reached
the conclusion that affix removal should be controlled by two action codes and three criteria and

that a context-sensitive method should be adopted.
Two categories of context-sensitive actions are employed:
Action 1: do not remove any affixes

Action 2: preform remove affix

4.6.2  Recoding Ruls

e If the word stars with the letter “-+”” and ends with ‘9°> do not remove the first word. only

remove the last word

e If the phrase ends with “7»&* do not remove the suffix and change the word to six letter

formats
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46.3 Context Sensitive Conditions

e To maintain the language's minimal stem length, a stem must be at least two characters

long.

e Ifthe characters at the second place of the stem and the characters at third place match with
the first, the rules are applied. This is done to avoid the removal of non-genuine affixes.

Take action 1 when we handle reduplication

e If the word can be spliced in to two and the spliced word has the same charterers remove
the second splice

4.7 Compilation of Affix

Prior to using this technique, some frequent list of stop words from the Experimental txt file are
eliminated by comparing them against lists of stop word. The length of each word is also examined
during affix removals. Every time a term is longer than two words, the stemming process is
applied. This is due to Gurage's two-word minimum word length. Following the removal of affixes,
the stemmed word is checked against a list of stop words; if it is included, it is not subject to the
affix removal procedure and is not included in the stemmed file. In essence, the above-described
stemming techniques involve two steps. First do not remove any affix and the second will be in
order to use the two action we must state the condition which will tell us when to use action or

affixation. The conditions are described in context sensitive conditions.

4.7.1  Prefix, Suffix Striping And Letter Reduplication

The procedure accepts a word and checks for the presence of a true prefix, removing it when the
requirement is met. If there are more than two words remaining, the prefix will be stripped after
evaluating the context sensitive rule. If no condition is met, the prefix is stripped; otherwise, the
term is returned and the process suffixes examines a word to see whether any suffixes in the suffix
list match it. If a match is made, the context-sensitive conditions will be checked, and based on the
results, the relevant action will be executed. The process is essentially similar with the prefix

striping; the only difference is that the elimination and affixes are on the right side of the phrase..

The first letter of the word is duplicated in this process. The output of the prior procedure is used
as an input in this procedure. When a word has a reduplication and the first letter is not in the
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alphabet's initial order, the reduplication is detected and the first letter of the word is removed. If
not, the operation returns the word in its original form. The second procedure It looks for
reduplication and, if there, strips the second letter from the word before returning it intact. If not,
the function just outputs the word as is.

51



Table 4. 5 prefix and suffix striping stemming algorithm

1 Get Phrase
2 find Phrase length and check if <= 3 and check if string
If word is less than 3 or not string
Gotostep 5
Else
Continue
3 Read the stop text and see whether the phrases match.
If phrases exist in the list stop words then
Gotostep 5
4 Check to see if the temporary suffix matches the suffix list file.:
If match found check conditions:
Remove suffix
Check length of temporary suffix
If length of new stem word is greater than 4:
If a recoding or context-sensitive rule is followed:
do recoding
print stemmed word, assign variable to new stemmed word
and continue
4.1 Check to see if the temporary Prefix matches the Prefix list file.::
If match found then check conditions:
Remove Prefix
Check length of temporary Prefix
If length of new stem word is greater than 4:
Continue
If a recoding or context-sensitive rule is followed:
print stemmed word, assign variable to new stemmed word
and Go to step 4
else:
Gotostep 5

5 Check If end of file not reached Go to step 1
Else:
Stop processing
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Table 4. 6 : Final reduplication removal stemming algorithm

1 Get Phrase
2 find Phrase length and check if <= 3 and check if string
If word is less than 3 or not string
Gotostep5
Else:
Continue
3 Read the stop text and see whether the phrases match
If phrases exist in the list of stop word then
Gotostep 5
Else:
4: 4. If the second and the third letters of word are same or in the in same alphabet:
If length of new stem word is greater than 2:
Eliminate the second letter
return the Remove word
Gotostep 5
Else:
Gotostep 5
5: Check If end of file not reached Go to step 1
Else : End processing

Table 4. 7 : final reduplication of word removing two pairs

1 Get Phrase
2 find Phrase length and check if <= 3 and check if string
If word is less than 3 or not string

Gotostep 6
Else:

Continue
3 Read the stop text and see whether the phrases match

If phrases exist in the list of stop word then

Gotostep 5
Else:
4. check if the word can split in to two part equally:

4.1: If the first parts of letters in Phrase are the same to the second parts of the letter of the
Phrase are the same:
If length of new stem Phrase is greater than 2:
Remove the second parts of the latter
return the Phrase word
Gotostep 4
Else:
Gotostep 5

5: Check If end of file not reached Go to step 1
Else: End processing
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Table 4. 8 : frequentative reduplication of word removing last ordered

1 Get Phrase
2 find Phrase length and check if <= 3 and check if string
If word is less than 3 or not string

Go tostep 5
Else:

Continue
3 Read the stop text and see whether the phrases match

If phrases exist in the list of stop word then

Gotostep 5
Else:
4: If the last [-1] and last [-2] letters of word are the same or last [-2] and last [-3] letters of the word are
the same:

If length of new stem word is greater than 2:
Remove the last [-2] letter
return the Remove word
Gotostep 4
Else:
Gotostep 5

5: If end of file not reached Go to step 1
Else : End processing

4.8 Implementation of The Stemmer

Python is used to create a sequential program that implements the algorithm's rules. The lists of
affixes are verified against the word according to the implemented algorithm, which is the longest
match first. The affixes that Guragegna speakers employ to create various word variants have been
gathered by the researcher. The correct affixes are chosen from all conceivable combinations using

these affixes to generate the rules.

Table 4. 9: Sample of prefix striping

NO | Prefixes to be removed The word to be stemmed The word after stemmed
1. W +aLge qLg9°

2. |'¢ &t b

3. ‘W Ar18.C °14.C
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4, n' QLN 0.0
5. R At0n Nn
Table 4. 10: Sample of Suffixes striping
NO | Suffixes to be removed The word to be stemmed The word after stemmed
1. " ANt AN2L
2. 79 A& 179 A&t
3. | At Pt PG
4, |'? ¢mcCe ¢mcC
5. ‘U’ ATCUT ATICU-S
Table 4. 11: Sample of Reduplication striping
NO | Reduplication to be removed | The word to be stemmed The word after stemmed
1. |'7 PeT)T) P1)
2. 'm' Zalr4 72N
3. 'p' PP C PPC
4, 'n' Ahh Ah
5. | & #5G $5G
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4.9 Evaluation of The Stemmer

Correctness, retrieval efficiency, and compression performance are three factors that are taken into
account while rating stemmers. Over stemming and under stemming are two examples of faulty
stemming. A phrase is over stemmed when an excessive amount of it is eliminated. Over stemming
can lead to the confounding of unrelated terms. The elimination of too little of a phrase is known
as under stemming. Under stemming will stop words from being confused with one another. The
stemmer's performance was assessed using manual counting technique. This makes it easier to

compare the amount of incorrectly confused mistakes with the right ones.

The experiment text, which was chosen at random from the sample text document, was used to
test the stemmer. 1,933 experiment text words. Two different types of faults are seen throughout

the stemming process.

The experiment text's stemmed result is 1266. Out of these terms, 5.37% (68) were under stemmed
and 5.37% (101) were over stemmed. The stemmer yields 13.34% (169 words) stemming mistake

in total. As a result, the stemmer’s accuracy increases to 86.65%.

Table 4. 12 : Over stemming and under stemming stems

NO | Stem Expected stem Resulted stem Error type

1. +enhnge &hn +éhn Over stemming
2. AP0 FgP AT F ATPq, Over stemming
3. [T Ppor) PorL8 under stemming
4. S (TAA S ((TA V4 (1A A under stemming
5. 4.MCPS .mC &mCP under stemming
6. ARV +éhA A under stemming
7. T2y DL Fonm-L under stemming
8. 4.HHF® 4.HH éH Over stemming
Q. ANRI° AN Al Over stemming
10. | NtN& (VA Né Over stemming

56




49.1 The Results

The experiment text used in the evaluation process is contained in the Data set. The experiment

text has 1,933 words, of which 1266 resulted from the stemming procedure, out of a total of

1266.The number of words successfully stemmed is 1097, achieving an accuracy of 86.65%.

13.34% (169) of the stemmed words were wrongly stemmed. Over stemming accounts for 7.97%

(101) of the terms, while under stemming accounts for 5.37% (68). The following factors may be

responsible for the inaccuracies that were detected by the stemmer. According to a thorough

analysis of the language's morphology, more context-sensitive rules are primarily necessary, and

the second will be Due to the language's complexity, it was challenging to produce an exhaustive

list of affixes at once.

Table 4. 13: accuracy of the first stemmer

Total Correctly Over Under
Stemmer Error
Test Set Word Stemmed Stemmed Stemmed
Accuracy Rate
Count Words Words Words
EXP 1266 1097 101 68 86.65% 13.34%

4.9.2  Word Compression Ratio

The word compression rate of the stemmer is also assessed. The formula is used to calculate the

word compression rate (C), or dictionary reduction [45]

Which is : C = 100 * (W - S)/W

Where W number of total words

S number of stemmed words from W

C is the compression value (in percentage)

Experiment text has 1,933 words. The number words of the test data after stemming also counted

and Stemmed words are 1266
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Table 4. 14: word compression ratio of total words

Test set Stem (S) Word (W) Compression Ratio (C)

EXP 1266 1,933 34.50%

4.9.3  Finding of The Study

In this research, a context-sensitive and longest match stemmer that conflates word variations to
their respective roots is created for stemming Guragegna literature using a rule-based approach.
When the steaming procedure is finished, over- and under-stemming issues are noted, or the
experiment uses 1,933 words that were chosen at random from the available sources of text
content. The data are used to evaluate the stemmer's performance, and the results reveal 86.65%
accuracy. 34.50% of the terms in this word data set were stemmed words. The experiment's overall
errors were 13.34% in total. Conclusions of the research are presented in the following chapter,

along with recommendations for further study.
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Chapter 5
CONCLUSION AND RECOMMENDATION

5.1 Conclusion

There are many Semitic language in Ethiopia. One of the Semitic languages is Guragegna. The
root pattern structure serves as the foundation for the shared grammar of these languages.
Affixation is the primary method used in Guragegna to generate words. Prefix, infix, and suffix
are used in Guragegna. It also repeats words in sentences Guragegna words can result in a huge
number of alternatives, therefore, effective conflation methods are necessary if the excellent recall
is to be reached in searches of Guragegna text data sets. This study looked into the viability of
creating a language-specific stemming algorithm. The following conclusions are offered based on

the tests run for this study and the outcomes obtained.

e In order to assess the stemmer created in this study, 1,933 test words of varying sizes
were randomly chosen from the Experimental text. The outcomes of trial demonstrated
indicated that the dictionary size was reduced by 34.50% for stems while the stemmer

performed at an accuracy of 86.65%.
e The stemmer's context-sensitive rules are designed to operate well for groups of words.

e Only inflectional and derivational affixes are combined by the stemmer and It does not

conflate irregular forms with compounding.

e Due to the language's morphological complexity, there are significant over and under

stemming errors.

e The tests were conducted on a tiny collection so it is unknown how the stemmer may

affect a larger data collection.

e The guragegna language had many branches that may differ one from other the

researcher main focus was on Cheha (one breach of gurge language)
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5.2

e Finding a rule that is effective for the majority of or a large group of words is the

most challenging aspect of researching stemming rules for Guragegna words.

Recommendations

This study demonstrated the potential for creating a stemmer to combine word variations in the

Gurage language, which has a complicated morphology and allows for the existence of several

word variants. However, due to time constraints, the study's sample size was constrained, and it

was not tested in an IR setting. Although this study activity has yielded positive results. For more

work to be done in order to make the output useable, the following recommendations are made.

Other NLP tools like morphological analyzers, machine translators, word frequency
counters, and automatic text summarizers can also be designed using the stemmer as one

of their component parts.

Analyzing the stemmer on a vast text collection gathered from many sources. This is so
that larger samples, compared to smaller samples, can more accurately capture the
characteristics of the language.

measuring the stemmer's performance in a real retrieval session while evaluating it in an

IR environment if it developed in the future

This stemmer's accuracy could be improved by adding more context-sensitive and

recoding rules.

Additionally, by conducting additional language study, this activity can contribute to
understanding of the language because of the researcher main focus was on Cheha (one

branch of gurge language) part of the language
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APPENDIXES

Appendix i: Suffix words collected for the stemmer

i e 1§ T FP oL P P PP

9 vk At A UT °® A% Al
U5 g M 29 A 11 RIT1E kY
ho 1 v~ & A1 GV Q111 @

G +q

Appendix ii Prefix words collected for the stemmer

L n T Gy a7
1 ? hY, h7°
¥, At £ et T

T 7 At Al a7
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Appendix iii: Guragegna Phrases before stem

AEETTI® TAC® PCTrIPT ATRCA LASEEL H4MISI® NePACd® TRTR, ALtTI° AFPAMI® (\Jt+,
PG mOMP® PINTEI® +0GI° PPPLAVG AHTHIHT A 180710 Gl P1E. LLLATE T+FmI°P
awlg° AGMMLT LANC ACTI® G40 PNCE% ANLOMI® AP0y~ 214006 PCPRF PPLTT A8l
PPS1F RNCH ATAOT FGmé9® HIHAT NAhAAT +aP1a09° 020G P10 AmATI® 0FmG ALuy-9°
+h0ge AP ACMTT AT ANLI® ADLOP AHPMLI® OCT 6TST 2GR favaavy NG9
TN LATRD LT +av19] AANLIC LAMP OThé L1046 ATNETA ROTTOA A7rHS 007
17779° RHT19° h6PP479° AUTT 11@0-9° A EP19° PPAMT AHMILI° L4190 PUCIP 099LL mCmC+T 04
PCO® FANCUI® 17T AT SOHN. PTPST (PSTI® ATPNIR 1baod® PrEPT) K719 PhOCGT
AOEP LRM-CEI 4T Mt HTTFI° Atemme ANALI® NhIC PHCTD +AG° ATIPI® KHraTLIP
LOMLI® FenetbI® h API° av(l79° avAnavd avF79R AT (18 Temend® CFNART +2lGP°
Tt LR ALTTF® TATT Pgavbr &I1PrE AP ATHI° NCF NGU-IPavMe F hLLLI®
TLLTIIC LRIPLAL: TALNLI® MOTT hTI8I° PAEOT 0T AE-mOI® LLCHP AATSI® 14.49° oL
AEPIT® WEPIOTAIP WH9T PCPA THCII® BL79° AMEBI® 1E19° aP(l9® WidT Hang® arrOaNs
AFQRIC PPLE TN ONLTS hdl AOTFOQ FoLIP av-b L0 +LavR9° Fwlly, P10 Pl P
TCNTE Amard® NAL® TN +lend® U=t 115 PAAI TL4PI° Utavd® LOTPS LNLIP
A LPCO TBBRLI® Téhd® WCP A APEMANG 199PF _Khavfi ACHI® AOMNY P9%5°HE 1L09°
NAKTF ORI POCIP? LLAC ACR LLNLI° AeIHI® +ALLID htavavlge YRS h@ZI® L7HNT
O1NF AN thTFF® NGHLS LUCH ROt CHF PRLIIIC avgnpg® DPAIPIIC AS14  A0FIP
LLCOLI® PRALIPR AL Q140 AGNTCI® +mP ATACO THCPF AITILI® 7918+ @O ++ehi
TP eGP FAF ATPING® HTLEI® ATPIND- 00P AdPLI® miPd® CCPT ATAFCHI® AThanage
AT Mm99 FO8G HTCE PGP Feend® LOCL SLIFe (ALY HTOMOP 11 MTHETIP
P ATAN® ALTT U0 PL-aPRI° LOCH AVUGD PBRIPUT PIOTC LOLLI® L&Tek NG v ha]
PALT AL4dLI® QF4mMCU- mdrts @AA Athag® NP APrTEP ATOH® 7059° ArHvio-
AL FICHPCT WTRLTAI® AOCTH® ALPP® NEP Tiofd® A28heTF AAGIP HHCTH L@-C9° 0L4Y
NeAL TP hWEET OGP LOCL APNGT P9 AHLNL T +OIMP® AGP?® (4HF
T RGF 9o AdlaPmP® ANTIP ANANGE SACH 44T ORI ACOPIY OCHGNTIG ti-dotI®
eI ge FA1SI® AOCHS PAPTI® HLOMP® Q10T LiNIM OCHTT Atéd9° +Fm9® HFii L1009
travaomg® APAPT® TPFEL PRV PO PP 0GP0 PCTTH ANFIECM ALS QT
ACUT° RLIPHTT ATRI® A28V havd YELLIP POCLT 414, ABHLI® At @790 €1 Lahit?
191990197 emém ATMLI® LLCOTPCPC PIPATT (63 AQTTTY PHLD AOTCU-9° PPCHPY ATILT
WP PGFT 7TV AFTFI° W74C HOTOT +HAPRIP LegoL g0 LEtI° e BCTHI® At Pm-
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OPNCA SPCTT FHCOT LN PHeS TTHCR NTNLTE T4AdI° T&iThI® 1NL° dbod hParu-S
TRIZVE T LINCT ATLLLIP Davavd hAGRP av<btR bPUTE LCIPOE ANTTRTD SFYHC
AYPCA AT RAMT ITC PPl A0 OMGP hF0 +IL9° AOGTFII° (gemav<t  -topajagge
AP PTFI° HOTI® LZHF hLHB NCAP P0&¢ ANA LG9 -HLCHE &Z19P9° em&? LmAT
aPCHT) hOMI® hav{iP® AMSI® LT4R PNCU-T KFNLI® AOGE® APNT 9°A7 ATPLMLI® LmPC
TPmi® TATR +F0ovS LEPCH L1FIN L1LAT THCHT FQUol T4PeI® AlhI® 4D P1av779°
PrPIN LRA® LIMGA® L1 TNLT LNLPARF hadeed® fotd RNHI ACPRF THE meorty
PHILY Cr49® NCYUITH +Paomlg® harCOO® MG PP ADLI® PCOP Wbl 4@ ThP HOCT
POHC ATLTI® BNCT ATIPNTT AHERIP RING® AFuz AFemO® (FFPF NFAG e0Te? ePCh
NCH AT heldheaeg® +5avg° A129° AT1HR STPFOT WrPP PNIT LLTCP §&CTT tmdits
MTEP Phit TLPCHTILT Aty AOPAPI® AS eFehF PreING LETE KWL Wil 19
ATTIP0OPCRTI  SI0T PALALT P0GT Ll-dNF Emém9® ATPU OTOT 4789° WI° 0047
thgaemg® OF-£7 nherd ArET R0ca Thhtd® 0P M9 APN0LO<T LEG Phét? AP U
LANLD (9P aP119° Atavgnend® PANGTL ANTRIPI° A9PL119° av0l9° RPTL P914G +&¢-4N9° Lm-Ch
LNt PN LNCTE LOCT PU-hTPYE @LaPY19] PINT Vhéd RINTI® BA0LI° +08:C AEOIP
ATOTS TR UTIeU ARV SFCPATF APOA AN +CPPmI® PHCTT FPRCE LavaTIt
0Cn7 N9ID0 AP9° FPAETR0LTT LTILAVG PPLCE ANEI° WRLIP 3 TLAT KBt ¢0) hTRF
POEF AT0 AIPBaORIC hbavlI° HPTLI® PUiGT KR ALEPT N7 hetut HACT £9He10
QGO A0 AOTI® AGCHT FHTCI® 06TE 197191 1289° @13 LBCHF (LLAT AFNMLI® TN
AoPpLaege QS QAATRIC PG FFETCI® hdend® AHPCHT LHNT emCE APLONT® Admlid®
TPAILI® AaPNLI° RLRU-G QHCP FTC FLPLI° LCHNI® TNaPRLI hebp19® +PTLI° hUTPCH
MEHI® AGPAFI® EITI° WL AFCINTP 1070 AGT® AhiP® ehCh 2049° Fhod9® 797t
1UTE PGP ANELI® a8 SmTIC VB PPultS bl OGP HRehe 09T N0LFVTT
TCHT RWACH LTT Lo PHRG oW1k AWLNLI® $TTI° HovlL9® OFTHAD weGhP 1T U-9°
ADLST LVFLPITI® AIZ°FI° &PISEIPR A1OAP° HH18C APICTGI® HLhI® 1RA° +4,09° AL
AT14.9° ATNNI® A7de KRN AOTSI® Achl ARLI® £LPL, KWLM 9PAT LATHY -POCH HhT
A19R 0&719° PLmavP KWTRGI® @10 RESANI PULCOP LHHI® AT14.9° A7hhI® Ardeh. ARNTY
ATTSI® hh®] hQLI° PLPL ALY 9PAT L0t HPNCH HAT A%4P 0&79° PLmaed® AVHAG
FPATLI TOA A0ZNAG° +IaoIP HII® 114.9° AP HUCHPDRI LTI LR £18%
PPNC PN ARIPIRL SPUIC PPANCU- AFEI09° AALLI® FLmCu- ANCI® A1TI® AVTI° L0
AZ9° LAATe AZhI® Fhit ATPAHLI® 063 £CNP OIAT domn?® SOmAOm. +e0 Tu-79°
AGLEPNL PTAISGT BT PHOCS Pmav<t A4IA9° Mév-9° AGAPLTI® PCoOIET Pmen IS Emmd®
Aa0FIC )Nyt CUCAR RLLF TRLA RALT M LHedCh SLPLI® AER TCATT ACMTIIP
PCIPAY- PLI10+ PHAD (NS ALLBI° PNAPT PeTP 14:29° (mids L0+ ARTI® (+hd LONYGP

67



NENGP AHAALI® S.LPP 1a0LI° AFPINg® MGT] +o0MI° +ed® APTTLI LEMET ACU-9® U
AT Feavfg® Qavfi ik Fiet79® meP® ST LPTCe TNLP Y1 RELTCER TLRIP
AHOT® A7eledd® AALAI® IRl ATHNGST° LLIPLALEN hTCE DALI® AEI9° Aitoov 9108
Mg oo htdt 045 eetd hiAC A8T19° LT0LI° WTPOT OPLI° P0CT +L&EEI° dmavd®
TRV 16T aThe

Appendix iv: Guragegna Phrase words After stem

AHE1 01 WEOTT PrT P1rT9R TAP P AP PCTI® RCA OGBPE 4MISIP (9PAC ava aPACI®
A1 Al RMAR JRZ P10 10T mOm PN AG9° CPPlANU- PPNV LPPAU- PPLAU
PPLAUG AFTFHIH FHIH FHIHI® 380000 8001t Gl P1é. LChTF TP Pnd® FenI°P
aw/, hRGAML AGNMETF ANC ACTIT §6 0C& AHZNM A9PA £1qap qqap< Prqap< q4av< 400G
PCPR CPH CPOF PLTt A% P41 PS1 Po1F RNC AT0@+ G0+ GON FGmé HIHA Ghadtd
qavavg® AN 4T PN 4R ARG P AmA AmAT & ALuU- Zhng AP TPa Fa
7Page PA® PACm ACm ACMTT AL AN ADLO HPmMLI® OC C Co1 &TéT LG Pav<qae go<jav
av1avy A0 NG T T GOTR NRRD- O1e Tl 1T tav av) av) A WL R4ch léh Lihf
he 104 04 O th K911 A7PER 1HQ MO AT 1777 170 RHT1 A6PP$T A6vé AU 110 ATPY
£1 £19° PAMT MILI° 849 49 LA9° PUC UG UG TILL mCaCt 04 PCu- ONCU-9° 1T 17
A% (HL FPS FPS PSS (PG 6 OPGT $F $CFP A7P07 7907 $07 1PN PO
1Pa0 PP AT PhAd A0d AOGT ARE LRLM-CTF LOCTE LOCFP LTé AmetT §F9I° tonmp
ANAZ MG PHC HC HCOD AG9° Ati® 419 189° WIrOTL L0hE e, h AP aPAL7 aval avhhap
a0 AT (¢ ¢ 18 Tehhehb éhbehh BRI ThABRT YILS9° Pné- mé- men 4 e
NP AL1 ALTT URT Pqav] &7 AP (FN NC MEUIPavg, kL4 &L1I° LIPLAL Bpal,
MA h78 ASPF Wil ARGmO £CAP &CAP ANT AGTS 144 PLe AP WFFIOTE +P10F4
TPIOFL KR CPA HChI® 847 44 Am® Am 91&D TEb TEBI® aP0l P HAE O
AHOP Qf QP90 PPl bl PLE 110 ONLT hd. ANTHD: BLIP av(l LavRIP Wi Wi Wi,
¢10 Pl TCTUM hmee A Thha hha hhag® Zend® vt 11 PO PAT LEPIC AlAav
LOTP OPP LOTP OTP OTPT LN AP HP AT PCO BRI Cchd® ”CP APEMAN 22MA
PEMAOA 799 _Khav- ACR CH CAP® AON TUCHE L0 L0 AP AehTF ORI OCIP D-CIPP
NG AC &4NE hemiIH ALLYIP Kihavav/, avav/ avav/lg® TESG h@/Z P Hh HhG @10 _hA
ATPF NGHL UL YHLS UCH ROt CH PR&TT RLIY LAY avgpd IPhav 81b A0S
LLCNL $0289° OLF 14 ASNTC Pm ACO BHCEP ATNIL @18+ @9+ 1P WCHP i
A AP FI0 PN HTLE PI0@- 0LP Kbl mie CPR ATOHCH OFCHR O+Ch® Athana
hana hana® ta mS +09% 04 048 098 098G HY Hé uend® OCE L1A1e e
18 T 4192 AAL PAMO® 17 MTHART TP AHA0 G0 G0 AP uvAT Paef @Ch
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NGO RPPUT P10 OLLP Grek T4 avR ALTF AR4dl OF4mC TemC FémCu- medrt avdit
M1 OO Atha N Frie ThtP 707 THUIO- Alim A7THETE. TheNd. Nehd. 7THid TP
T ach NP DE Te Tl 78T LheF ANGT NCH LOC OC @CI° 024 &4 £Lh
nNeA Yo w4 LGP MnCP TCL APNS P05 PG e +Pajavy Fdajavp Fajavp J-dajavpg
Frgaope LT NIMI° AP O4H &H 4HF Tl 601 ¢T3 €6 £2 D 23 hdéaPm TP
Aan NCH &41F4 ORF ACHATIS CHATIS ACHATIS CHAIS CHGOTIS Cdot9® 0T T eI°F T
TP A14-9° (INCH OCH OOCH OCH OCHS TAP? TA? HLOM 0 10 0GR htdd &3 &F9°
Fmg® 1 F1 R o100 ravaomg® aPad PELPC LD T3 0GRSO PCTG 1€CM FIFCM
AE T ACoT ACu- LS ATH, 78V LU hop av avd YR POCL OCL OCLT i
ABHS NmAT 072 1 At 1919PRT 19199 mém AFPmd tmld fmiIP ACOIPCPC PPOTT (b
07D AOTCo- AT Atda 44 a9 §F7 7770 Athd W BFP° 140 ¢C TRTO LTO
LTOA HavRgP Leeyg° LRUJ° LIOLYI° L& e BT PO OPNC $CTT HCOT Ahde hde
PTG e TPIGT TCR 0498 TNLY Téotd. dotd. 4HdIP §ebhd® M0l 4l hbaPu- hpavy-
TI5 L1 LUPM8 CCT PNCT Whlld. (84 LLAIP pavav KGR av<tt7 PR AT 9T
AT FVEC TPCA PCA KD RAM ITC PML W0 .0 @M% hJ II° hOSTT AOST gompavet
SPaIIIPC An@< ¢T PTT HOF 4H héH DCO 0L NN 04 014G LCTHT €219 6m& m& Mm&e?
MAT @°CH hOM OM OMP havli hm hnG 74 e e® MCuT WFL AOSE AP0 0 9PN
0% 9°0F A7 ArTimé mPC Fml9 TRT A7 AR A+hee fee Moo eerC €TC €TCA
1F10 12T HCAE FGU- 4Bl Alh Lb® $1a0<7y ooy RPN LAD LIMS R Prr N4t
PALPR OLPR NLPRF hader w4+ ROH ACPH 7h A AR H1ZY Gb4 OCYU T CVTT (CveTd
PaoMlI® haCO® MG ADG PCO £t @1 @93 TR OCH QHC aTd aTét +he
TPATTT HERIP RIN AFo- Fu- Fon AFm0 em0 emO® 03P P APH Qta a ta Ot A
A AT AT OTe? ¢CA 10C TMHP hedheae Faog® kil A%t HFFOT 1P P LLTC LTC LTCP
M&Fs WTE Ak LPCHTILT ant hadad adad aPadd as- e4hd shr Féhd Oréin réin
PRGN TGN TGING BT RELT KL KD T TF © O TP AGTINOPCA T AATONPCR T 10+
acaZt 208 NS P0G NG 066 Lidh €mém ATP PO A7 AT 478 KT 7 A M P 0%
0 0o Osaemd® k7 haee ¥ 0ca dhht 0P M PALOT Lk het? hdd? (e PP
JHH ANLO (1 a1 ATaP6Reh 9P 6Reh P 6hheRd® PANS: ANd- AN ORI° Ae119° av-(,
PTE £91 Tl £TVe- TV TG £4-4N® OCh LP0E PCW- NCTE LOC OC OCT Pu-htav
Uhtar Uk Ta028 @-Lavyt @4avy vt Uhe- W10 RO €004 £&C AER ATO+ POt Atot
PO+ hTO PO TOTS TR A3 FCPAF CPAF APO- AGN. CPPmI® PHC HC HCT FPRAC
aOCm Q9@ Aovl PAR700L  LTICAU- TILNU- LTILAU- TILNU- TG PLCe PLCE AN
Afe At Bet 0 TRF WF POk Ok OkF AT 0 ABMI® Abavl PTLP 9L Rid
AALE® Otu~t G OC OCTH P10 ASO Ak AQ ANS THTC HTC HTCI® &Té ThT1 188
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®1 RCOHF (LA ASNML SOG APe10° O HF PAATS AATL AATRI® €6 G G FHETC hdheh,
SC0O7 eHh Hh Hhl mCe APLON Aéml TPALI® kool Potu- Pefu- QUC TWC HCEP TG
GLPl LLHH FNaPLL hebe1 DT WPCH mMéH havart $7m $F WPl CINFP 101 TG
AT Adie hCh 204 Bhed 1914 15 N&YL &Y &P Lov&T Sm St YeE 9°1lt &t CFo°
tehe ea 0 a1 A0LZYU 0LFYV 0LV RC ARG AC ACT 4T 4T 4T1 teoe gav 04k
T8 etrR R ARG DpoOvE ALhd STT CHAPLL OTHA wEGR 17U ART Lol &UtlrIT
AIZ°G &PISRIP AING F18C PICTSI® HLh 180 4,09° N7 ATid. AThh 746l deh AROT AGTS
Ach W@l L& WCT 9°A TvHT POCH Mh W74 74 ¢ 140 40 047 06 Plmoe ATHe hé
e 09 ReLRT T9Cae ZHH ATid. A7 Téen 46 KRN AGTT Ach ALL LP8& AL 9PA
a7 POCH HN A¥% 74 140 40 047 06 Plmev AVHO G FA R A R A OGS PATLIP
O AZha FavRIP Y 114, AN HYCHRDR PLLNFT RANA LNR LNARF 1£% PAC 7N
ngewe Gy PPANC PANC PANCU- AFEIN &10 &109° RARL HmC 4amC 4mCu~ ANC OC
C® A1T Av9l (o™ (049 QO ATre AZh th h ik ATPhd @4 PG00 CN GNP AhH
bonn IO e & O TUT U7 tUe U 0T €4PR&% FA1RT A4 HACA mavvt hdaa
M4 ASAPLT hEAPL PCOTE COI8 COIBTT PMenT® MeRd® MeRI°F Bmm A0 Zavf 99
LUCH UCH UCAR ReZ Fhe e NGl A (mi9° LHEPC TEPC 4BC T®Ch 4PCh TPl
ALE TCA OCMT1 9°CHP P°CHPA L1~ HAD O0Fee (Vhae ((Fae (hae (Lhaog ReH9P NPt
TP 14a miP mid Omid mie S et QA9 th Fh Fhd fan A aNg® Heh
WL (0L 0LI® 4.LP 1oL WP 10 P109° MG WUNMP® Ne(lI® APTTL LM €Mmé
Emt ACu- 7V Qv QUg® TR &oef9° Qoo vk Qhet?9® med her ePTC PTC PTCe 104
eXr 1 ¥ RELPCE TLBR AHA ATheldhed, Teldied, Melded, Todod 9P toldhod9® WQld FHL9°
A0S 06 ATNES 0SS 0ESP LPPLALEN C& D% heh Dav- 108 Wid. a°f ¢+ 04 eet
et bt LNC A%11 LTie TPNE Pot APl PAC AC OCT £EEP 4mav ALV 16T 14T
a7he he e
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Appendix v: Guragegna Cheha alphabet

JERIES: £ 28 8= QR R4 2N 8 e gl 3 €2l gjue h 2

o TE-RAR N I~ I AR I R IR R T E T O T S I
AR R L EREE R LR R R R E R R IR LY
Bleer dAiF e tmagraugwalvengnfod€efsvewihanl
ol PR R TR ENEIF PR A - AN R
Elg e 3 £ B|derEalwzdaalencd |[Ezdzee |2

ORI S I T TS TS S R A BRI
O - A - 0 ) G -1 ) I [l A I EA N T N ERN A
SERELEILE: yoele sk g% 8% 3 3 K gk 2|k 8% 8 gk o
W BEE Euejesesa e 2 E T em ety Ltk
R R R RS RS PR E R IEE IS I
CENIE S R S E W W T A S R W WAL S U P
mzmm“m.._mm,_m.a_nmgn._atm%wwwmmmwnmtufaifﬁ._mimhi
ECYHEIEN SIEIPIIP L B & : SN I P
Blszes§zfivecncn s id ezl narrbirtas
= T ER - P P B3 R PR A (P o R Bl
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