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Abstract 

Facial expressions are a fundamental component of human communication. Recognizing 

emotions conveyed through facial expressions helps us understand others' feelings, intentions, 

and social cues, facilitating effective interaction and empathy. This paper uses the FER 2013 

dataset to provide an extensive analysis of facial emotion recognition. This study's primary 

objective was to select a suitable model for face emotion detection using transfer learning 

techniques. The evaluation process focuses on assessing the accuracy of the models employed. 

Specifically, to gauge whether interpolation yields improved outcomes, the researchers plan to 

conduct an experimental analysis of the interpolation technique's effectiveness in upscaling 

lower-resolution images. By systematically analyzing the impact of interpolation on image 

quality and model performance, the study aims to provide empirical evidence regarding the 

efficacy of this technique in enhancing the accuracy of the models employed in image processing 

tasks specaly for face emotion detection. By systematically analyzing the impact of interpolation 

on both image quality and model performance, this study seeks to offer empirical evidence 

concerning the effectiveness of this technique in improving the accuracy of models utilized in 

image processing tasks, particularly for facial emotion detection.  

In order to classify seven distinct emotions this study tested with three alternative 

convolutional neural network architectures: VGG16, Resnet50, and Inception V3 the accuracy 

measurement like precision, recall and f-1 score metrics were used to illustrate the model's 

performance and results using interpolation to a 48x48 size, this study could obtain a maximum 

of 23 percent recall for all models examined. This study offers valuable insights into the efficacy 

of various pre-trained CNN architectures and interpolation methods in the domain of facial 

emotion detection. By assessing these models, it not only informs the selection of suitable 

architectures and interpolation sizes for emotion detection tasks but also serves as a catalyst for 

further research in this field. The findings not only guide practitioners in choosing optimal models 

for their applications but also inspire additional investigations aimed at refining and advancing 

the techniques used in facial emotion detection. 

 

 

Keywords: Emotion Recognition; Facial Expression; Digital Image Processing; Convolutional 

Neural Network 
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                                           Introduction 

1.1 Background 

Every living creature relies greatly on communication and interaction in its daily existence. 

Emotion is a major component that enhances human communication. Body language and facial 

expressions are important forms of nonverbal communication in interpersonal relationships. 

Consequently, it takes comparatively little knowledge of one's own sentiments to establish 

connections. Understanding emotions requires facial expression detection since it can mimic 

human coding abilities. It may be possible to determine the emotions a user is experiencing at 

any one time thanks to its application in fields including computer vision, health, and image 

recognition. It now plays a big part in the contemporary world as well [1]. 

Nowadays human face and its characteristics have been one of the main issues in computer 

vision. It is one of the important components of communication where humans expires their 

emotions through facial expressions. Humans can communicate their emotions through speech 

or body language. The ability to focus on the sensitivity and emotional content of people's 

mental states, behaviors, intentions, and personalities is made simple by the structure of facial 

expressions [1]. The human behavior model also sheds light on automatic facial expression 

recognition systems. Facial emotion recognition is a field of study that focuses on methods and 

techniques for identifying and recognizing emotions from facial expressions. It is made easier 

by advancements in machine learning and artificial intelligence technologies. Additionally, 

expressions are predicted to be the next computer-mediated communication medium [1]. There 

are several areas where emotional recognition from facial expression has been applied, such as 

human-machine interaction as used in security surveillance, social service marketing, and 

computer games [1]. In behavioral science, emotion recognition from facial expressions is used 

to determine social facts like origin, gender, and age. It is also used in medicine to monitor pain, 

sadness, anxiety, and the treatment of mental retardation. Even though most facial expressions 

are easy for humans to perceive, reliable expression recognition by machines is still challenging 
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[2], particularly when input data is subject to a variety of conditions such as head pose, 

environmental disorder, and lighting, which are all potential sources of variation in the subject's 

face. Despite its capacity to learn features, deep learning still has issues when used to identify 

emotions from facial expressions. Although there are facial expression databases, they are not 

enough to train the commonly a deep neural network that was acknowledged for having the best 

potential accuracy rate when used for object identification tasks. Additionally, there is a great 

deal of inter-subject variability due to the many biographical details that are available, such as 

background, ages, gender, race, and degree of expression [2]. Since emotions can change 

depending on the surroundings, appearance, culture, and face reaction, emotion detection is a 

difficult process. However, surveys on emotion recognition are very helpful in examining facial 

emotion recognition [3]. 

 

By harnessing the benefits of deep learning methods, it is possible to develop a system for 

identifying emotions. Critical factors in enhancing the precision of an emotion detection model 

include the methodology employed for model creation, the scale of the training dataset, the 

strategies applied for parameter tuning, and similar considerations. [4]. For a decent accuracy 

model, hyper parameter tuning is an essential phase in the deep learning process. A model can 

truly be successful in reaching the necessary accuracy if it chooses its hyper parameter 

optimization carefully. By investigating, testing, and training the model using hyper parameter 

tweaking techniques like Bayesian Optimization, a respectable facial emotion recognition 

model may be developed. This also shows a significant breakthrough in the science of deep 

learning. The type of task and the properties of the data determine which deep learning (DL) 

architecture is best. Because Convolutional Neural Networks (CNNs) are so good at capturing 

spatial hierarchies of features, they are frequently used for image-related tasks. Because they 

can handle sequential data, recurrent neural networks (RNNs) and their variations, like long 

short-term memory networks (LSTMs), are widely used in time series analysis and natural 

language processing applications. Artificial Neural Networks (ANNs) are a flexible 

foundational architecture that can be used for a wide range of tasks, including regression and 

classification. The selection of a specific DL model is influenced by the unique requirements of 

the problem at hand, as each architecture is tailored to excel in particular types of data and tasks. 
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1.2 Motivation of the study 

Humans frequently interact emotionally, which is a psychological phenomenon. Effective 

human communication, engagement, and decision-making depend on accurate emotion 

perception. The study of emotion detection systems has evolved into a common project in both 

academia and business because of the advancements in big data technologies and artificial 

intelligence. Textual data in emotional communication is frequently used to infer emotional 

states like pleasure, sadness, and rage since it is the simplest and most direct form of 

transmission. The fast growth of social media, mobile networks, and smart terminals in recent 

decades has also made online social networks and online marketing an unheard-of worldwide 

phenomenon. 

 

With the use of tools like face recognition and computer vision, AI facial emotion detection is 

able to rapidly interpret expressions on the face to ascertain the current mood. It can help 

distinguish between happy and unhappy individuals. AI and ML are extensively used across 

numerous industries. They have been utilized in data mining to find instances of insurance fraud 

[4]. Data mining using clustering was utilized to find trends in stock market data. ML can be 

utilized to produce FER solutions that are dependable, affordable, and need little computation 

time [5]. However, as the lighting and the backdrop are always changing, it might be difficult 

to capture people's features clearly when they are moving.  

In addition, individuals frequently change their appearances by tanning, growing facial 

hair, etc. Additionally, some people are less expressive than others, which makes it more 

difficult to detect any emotional cues. Convolutional Neural Networks (CNNs) try more than 

other learning methods and have been at the forefront of numerous innovations in a wide range 

of applications, including object identification and large-scale picture classification. CNN has 

also had a lot of success with face recognition. However, researchers’ interest is in 

understanding how it is important to the senses, what it means for deep neural networks to learn 

facial expressions, and how this can improve performance [6]. It is therefore the aim of this 

study to apply deep learning algorithms for the recognition of face emotion. 
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1.3 Statement of the Problem 

Understanding human behavior is crucial for improved human-computer interaction, and the 

computer may learn a lot from a person's expressions. Since daily interactions between humans 

and computers are common, robots must be able to recognize human facial expressions in order 

to study and comprehend human behavior. It is crucial to create a reliable face expression 

recognition system. For instance, a number of scholars have proposed a novel approach that 

makes use of machine learning and deep learning. According to Kumar's (2019) [7] proposal, 

facial muscle movements can be used to identify the mood on a person's face [7]. An end-to-

end deep learning framework based on attentional convolutional networks has been suggested 

by Shervin Minaee and Amirali Abdolrashidi (2019) [8] to classify the underlying emotion in 

the human face [8]. A unique depth camera-based method for recognizing facial emotions has 

been employed by Uddin et al. (2017) [9]. A series of visual stimuli representing three tiers of 

emotional expression intensity, ranging from low to high, was created by Wingenbach et al. 

(2016) [10]. 

 

Different developers build different architectures for machine learning and face recognition, 

such as LeNet, AlexNet, GoogLeNet, VGGNet, ResNet50, MobileNets, etc., each architectures 

offering unique enhancements. They have pushed boundaries in image recognition and 

classification tasks, with widespread applications in various domains, but selecting which has 

achieved better accuracy in image recognition is another obstacle. The accuracy of CNN's facial 

expression identification is not always guaranteed because facial expression detection based on 

the face is influenced by lighting, position, and cosmetics. Also, different algorithms based on 

local features and deep learning extraction techniques are developed by different researchers 

for DL data. Most of the work done on Machine learning data has the following drawbacks: 

 The recognition rate of facial expression recognition is not satisfactory or sufficient.  

 Most researches are try to train a modal to categories facial expression. 

 It needs high performance processor to train a model. 

Therefore, the aim of this study is to investigate and compare the GoogleNet, VGG16 and 

ResNet50 architectures for face emotion recognition to see if they can solve the drawbacks 

observed in previous works.  
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1.4 Research questions 

To explore the above-stated problem, the following research questions are formulated to 

investigate and find solution: 

 Which deep learning method is more effective at identifying the emotions on a face? 

 How well does the suggested model recognize facial expressions? 

1.5 Objective of the study 

1.5.1 General Objective 

The general objective of this thesis is to select suitable model for emotion recognition from 

facial expression using deep learning convolutional neural network architecture. 

1.5.2 Specific Objectives 

The study's overall goal is attained by completing the following particular objectives: 

 To review literature and select suitable methods and techniques for deep learning 

conventional neural network architectures. 

 To investigate and understand how to implement deep learning FER. 

 To collect and prepare data set for experimentation 

 To select suitable deep-learning architecture and model. 

 To conduct experiment using the pre-trained models such as GoogLeNet, VGG16 and 

ResNet50 of facial emotion detection. 

 To evaluate the performance of the proposed model for facial emotion recognition 

1.6 Methodology of the study 

This section describes the proposed system's methods for detecting lumpy skin diseases. A 

topic's identification, analysis, processing, and selection of material are all done using specific 

methods or approaches known as methodology [11]. The methodology of a study outlines the 

methodologies and step-by-step processes utilized to comprehensive examination and 

accomplish the study's goal.  
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1.6.1 Research design 

A research design refers to the organization of conditions for gathering and analyzing data with 

the goal of addressing a research problem. In this study, the objective is to conduct a comparison 

of models for recognizing facial emotions. To this end, the study follows experimental research. 

Experimental research is the process of implementing an algorithm and empirically evaluating 

the efficiency and effectiveness of those algorithms through solving real-world problems. 

Effective facial expression recognition is a critical issue to tackle in many fields, including 

psychology, human-computer interaction, and marketing research. In order to classify seven 

different emotions: surprise, sadness, anger, pleasure, sadness, fear, neutral, and disgust, this 

study experimented on two alternative convolutional neural network architectures on 

GoogleNet, ResNet50 and VGG16. In order to conduct an extensive experimentation, in this 

paper perform image data collection and preparation, implementation and evaluation 

undertaking experimental research involves dataset preparation, implementation, and 

performance evaluation [12]. 

1.6.2 Data collection and preparation  

For this study, we obtained the necessary database using a secondary data collection 

strategy. This study makes use of the FER-2013 database, which contains lots of labelled 

photos. A collection of 35887 grayscale, 48x48-pixel face photos representing the seven 

emotions of anger, contempt, fear, happiness, neutrality, sadness, and surprise make up this 

collection [13]. This dataset includes both face-focused and non-focused face photos, which 

aids in the training of our model. This dataset was mostly compiled using photos from Google 

searches for various emotions and their varied synonyms [13]. Pre-processing of the acquired 

data must be done carefully to prevent problems like memory crashes, wide image size and 

color variations, and other similar problems. To solve problems, design acknowledgment and 

image pre-processing can be used in many different contexts. 

1.6.3 Implementation tools 

Developing AI and ML applications is difficult and takes time. Still, there are a lot of Python-

compatible libraries. The main justification for developers' preference for it over other 
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languages is this. Libraries are prewritten code segments that can be called and imported into 

an editor to reuse the function. In this study, the Python programming language is used for the 

implementation, and we also use the OpenCV, Tensorflow, Kreas, and Numpy packages. 

OpenCV packages: The OpenCV (Open Source Computer Vision Library) package 

serves several purposes. OpenCV is a widely used library in the field of computer vision, 

and its functionalities are leveraged for various tasks related to face emotion detection. It 

plays a foundational role in face emotion detection by providing tools for face detection, 

image preprocessing, region extraction, and visualization. It is often used in conjunction 

with other libraries to build comprehensive solutions for analysing facial expressions and 

emotions. 

Tensorflow: The Google Brain team created the open-source machine learning 

framework Tensorflow. It offers an extensive collection of tools, including face emotion 

detection tools, for developing and implementing machine learning models. TensorFlow 

plays a crucial role in face emotion detection by providing the necessary infrastructure for 

building, training, and deploying deep learning models. It offers a wide range of features 

that support the entire machine learning pipeline, from model development to deployment. 

Keras package: face emotion detection lies in providing a high-level and user-friendly 

interface for building, training, and deploying neural network models. Specifically, in the 

context of face emotion detection, Keras simplifies the development and deployment of 

neural network models for face emotion detection by providing a user-friendly interface 

and integration with powerful deep learning frameworks like TensorFlow. Its modularity, 

flexibility, and support for pre-trained models make it a valuable tool for researchers and 

developers working on emotion recognition tasks. 

Numpy packages: A basic package for scientific computing in Python is called NumPy 

while it may not be directly involved in the specific tasks of face emotion detection, 

NumPy serves as a foundational library that provides essential functionalities for 

numerical operations, array manipulation, and data handling. While NumPy itself may not 

be the primary tool for implementing face emotion detection algorithms, it plays a crucial 

role as a foundational library that complements other specialised libraries and frameworks 

used in the overall workflow. Its array manipulation and numerical computing capabilities 
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contribute to efficient data handling and processing in the context of face emotion 

detection. 

1.6.4 Evaluation Methods 

In this thesis, we evaluated the performance of the classifier using a range of assessment objects. 

We prepared a significant number of confusion matrices based on the classification performance 

of the classifier using various facial expressions. We compute precision, recall, F-score, and 

accuracy to evaluate the classification performance of models in accordance with the confusion 

matrix. Additionally, we gathered the test timings for classifiers in various face states. The 

confusion matrix is a display tool for assessing the accuracy of the classification model in the 

field of object detection. More specifically, each row in the matrix shows the sample's actual 

result, and each column shows the model's predicted result. Precision is used to express the 

fraction of positive cases that are predicted to be positive. The term recall refers to the ability to 

recognize each real object in a dataset. A useful statistic in cases of data imbalance is the F-

score. For recall and accuracy, the F-score is the harmonic average. The accuracy formula is 

computed as follows: total number of correct predictions divided by total number of instances. 

1.7 Significance of the study 

One of the computer vision technologies that can solve issues in several fields is emotion 

recognition. In contrast, emotion recognition identifies more explicit and precise emotional 

states, referring to a variety of mental states, including happiness, rage, sadness, and fear. 

Emotions are a crucial aspect of human nature and have been extensively researched in both 

this area and psychology. Depending on the underlying emotion, such as fear, anger, joy, 

pleasure, sadness, disgust, or surprise, emotion recognition attempts to classify into one or more 

emotion classes. 

Systems for recognizing emotions are currently being used in a variety of areas of daily 

life, including as commercial communications, public opinion monitoring, and mental health 

monitoring. Emotion recognition can enhance customer preference-based commercial tactics. 

And in Understanding people's reactions to a specific circumstance through social networks and 

emotion detection in crisis or catastrophe scenarios is helpful for crisis management and 
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essential decision-making. Based on their statements and online comments, public emotions 

may be monitored and forecasted during elections [14].  

In systems involving human-computer interaction, like dialogue systems, automated 

question-answering systems, and companion robots, the integration of emotion recognition 

technology is beneficial for enhancing user experience. Additionally, in an efficient e-learning 

environment, real-time emotion tracking enhances students' motivation and overall 

effectiveness. [15]. The essence of emotion suggests the possible uses of emotion recognition 

across diverse problem domains. Furthermore, this thesis can serve as a valuable reference for 

researchers engaged in DL, particularly in the field of facial emotion recognition research. 

1.8 Scope and Limitation of the study 

There are a lot of different ways to investigate facial emotion recognition: Viola-Jones 

algorithm, knowledge- or rule-based approaches, feature-based or feature-invariant methods, 

appearance-based techniques, template matching, and convolutional neural network-based 

methods. However, due to time limitations, this thesis is forced to limit itself to only exploring 

a tiny portion of the CNN-filled GoogleNet, VGG16, and ResNet50 architectures. Since there 

are too many distinct emotion modals and architectures, this thesis does not cover all models 

and architecture; rather, a selection of emotion pre-trained models is the main focus, which is 

facial emotion. Using a different dataset, this study offers a thorough analysis of facial 

expression emotion detection effective facial expression recognition is a critical issue to tackle 

in many fields, including psychology, human-computer interaction, and marketing research. 

This study tested three alternative convolutional neural network architectures: GoogleNet, 

ResNet50, and VGG16, with the goal of classifying seven distinct emotions: fear, anger, 

pleasure, sadness, disgust, neutral, sadness, and surprise. 

1.9 Organization Of the rest Thesis 

The initial chapter of this thesis offers a concise introduction, presenting details about the 

assignment's context, goal definition, problem statement, scope of work, and the structure of the 

thesis report. It also outlines the overall framework incorporated in this study. The remaining 

four chapters are organized into three subheadings each. The background material is sufficient 
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for the reader to comprehend the motivation for the investigation. A summary of the entire study 

is given in this chapter. 

 

The second chapter of the study explains emotion recognition, facial expression analysis, and 

deep learning, which is used to demonstrate the experiment methodology, deep learning, and 

their types that are used in this thesis, and presents reviews of prior research that is relevant to 

the study topic with particular reference to the thesis objectives. In order to complete this task 

and represent the main findings and advice of others, it includes summaries from books, 

journals, and a collection of relevant works. 

 

Chapter three discusses methodology in the study in detail, which includes literature review 

collection, dataset collection, classification, design, feature extraction, feature extraction 

methods, and implantation tools. Dimension reduction methods with their representations used 

in the study, programming tools used in coding, designing, editing, and algorithms used for 

compression are also discussed in this chapter.  

 

The study findings and a thorough experiment conducted using the methods described in 

Chapter 3 are provided in Chapter 4. The final chapter, chapter five, summarizes the findings, 

makes inferences for readers of the research, and offers suggestions for further investigation. 
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Literature Review And Related Works 

The second chapter of the study explains review about emotion recognition, deep 

learning layers and its architecture which will be used to demonstrate the experiment 

methodology, deep learning, and their types that are used in this thesis, and presents reviews of 

prior research that is relevant to the study topic with particular reference to the thesis objectives. 

In order to complete this task and represent the main findings and advice of others, it includes 

summaries from books, journals, and a collection of relevant works. 

2.1 Overview 

Emotion recognition, also known as affective computing, is a rapidly expanding area of 

artificial intelligence that enables computers to interpret and analyze nonverbal cues from 

people, including their face language, body language and voice tones in order to determine how 

they are feeling. As a result, computer vision technology combined with visual emotion artificial 

intelligence assesses how faces appear in pictures and videos to determine a person's emotional 

state [16], so for this deferent Models are frequently used as input for images in image 

processing. The name of this multi-layer approach, which uses many operations to extract 

information from photos and classify them, comes from a linear mathematical action between 

matrices. 

By using image processing and pattern recognition algorithms to search this algorithm for 

facial expressions, facial expression identification is a method for identifying the emotions of 

people. This project has applications in entertainment, psychology, and human-computer 

interaction, among other fields. Convolutional neural networks (CNNs) are used for 

classification and feature extraction; with deep learning techniques, they have shown especially 

impressive performance in face emotion recognition in recent years. The fully connected layer 

with linear, dropout, ReLU, and softmax functions, data augmentation techniques, and the 

theoretical foundations of convolutional neural networks—specifically, GoogleNet, VGG16, 

and ResNet50—are all covered in this background section. 
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2.2 Convolutional Neural Networks 

Convolutional Neural Network (CNN) is one of neural network architecture in Deep Learning, 

it is used to recognize the pattern from structured arrays [17] Nonetheless, CNN architectures 

have changed over a long period of time. Numerous variations of the core CNN Architecture 

have been created, resulting in incredible advancements in the rapidly expanding field of deep 

learning. It belongs to the class of artificial neural networks (ANN) methods, and while filtering, 

sorting, and classifying data from the source, it makes use of many layer blocks. According to 

Brownlee (2020) [17], these layers could be convolutional, pooling, and fully connected 

classification output layers. The number of filters that will be utilized in the learning process to 

create feature maps is first specified using a convolutional layer. Furthermore, filter attributes 

are defined, such as the size of the pixels used in each filter. There is a defined kernel form. 

 

A well-liked deep neural network for image processing and recognition, CNN consists 

of one or more fully linked classification layers after several layers of pooling and convolutional 

operations. The convolutional layers take the input image and extract local characteristics from 

it using a sequence of learnable filters. By sampling the output of the convolutional layers, the 

pooling layers reduce the dimensionality of the feature maps. 

2.3 CNN architectures 

In recent decades, a number of CNN designs have been developed, and they have excelled in 

recognition tasks, particularly for ImageNet. According to the ImageNet project, there are more 

than 1.4 million images in the visual repository that may be used for research on visual 

recognition (Ima). The following are some of the most notable architectures employed by the 

top finalists in the ILSVRC (ImageNet Large Scale Visual Recognition Challenge), which 

attempts to evaluate algorithms for object detection and image classification at large scale. 

2.3.1 VGG-16 

The VGG-16 CNN architecture was developed by the Visual Geometry Group at the University 

of Oxford. Its sixteen layers are composed of three fully linked layers, thirteen convolutional 
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layers, and max pooling layers with stride 2. The max pooling layers with stride 2 are arranged 

after the convolutional layers, which are composed of 3x3 filters with padding 1 and stride 1. 

The extracted features are classified by the fully linked layers. It has been demonstrated that 

VGG16 performs well on tasks requiring the recognition of emotions. In a comparison study, 

VGG16 achieved a top- five error rate of Seven and five tenths percent on the ImageNet 

classification test, outperforming alternative CNN designs [18]. 

 

The model's capacity to recognize things in images is complemented by the fact that model 

weights are freely available and can be applied to models and apps for object recognition. Their 

top network has an extremely homogeneous design and sixteen convolutional FC layers. 

Throughout the process, this network uses 2x2 pooling and 3x3 convolutions. In the 

experiments for this thesis, the VGG-16 model is also employed. The VGGNet's drawbacks 

include the higher cost of assessment and evaluation, as well as the need for 140 million 

parameters and a lot of memory. 

Figure 2.1: VGG16 architecture (by Fan Sun, 2022) [40] 
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2.3.2 ResNet50 

The convolutional neural network known as ResNet-50, which has 50 layers, was developed by 

Microsoft Research. According to Dos Santos et al., CNNs, or convolutional neural networks, 

are an adaptation of the ResNet50 architecture. (2020). There are a total of 50 layers: 16 

convolutional bottleneck layers, 1 convolutional layer, and 1 fully connected layer. The goal of 

the bottleneck layers is to improve the training efficiency of the network by reducing the amount 

of parameters in it. The ResNet50 architecture uses skip connections to address the potential 

vanishing gradient problem with deep networks. 

 

Figure 2.2: Resnet-50 Model architecture (ResNet-50, 2022) [19]. 

One of the most recent CNNs created for artificial neural networks (ANNs) is the Residual 

Neural Network (ResNet). The ResNet architecture is thought to be a particularly deep CNN 

because it has more than one hundred layers [16] ResNet is a learning architecture that is very 

well suited for emotion recognition, frequently outperforming other well-known convolutional 

neural networks. By using skip connections, the network can learn residual functions, or 

functions that convert input data into output data. The final output of the network is then 

obtained by adding the residual functions to the original input. This technique trains the network 

to distinguish between input and output data, which simplifies the process of deep network 

training. [12]. 
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ResNet50 has shown state-of-the-art performance on a range of picture identification tasks. 

Showed that ResNet50 outperformed VGG16 with a top-5 error rate of 5.25% in the ImageNet 

classification task, a notable improvement. The previous best result, 5 points 6 percent, 

belonged to VGG16. Additionally, ResNet50 has proven effective in transfer learning—a 

process in which a pre-trained model is improved on a smaller dataset for a particular goal. 

2.3.3 GoogLeNet 

GoogLeNet architecture is a CNN that is twenty-two layers deep [20].  GoogLeNet was created 

with the idea of an inception module in mind. Its image input size is 224 × 224 × 3 pixels. 

Parallel processing is present in the inception module, which includes convolutions in sizes of 

1x1, 2x2, 5x5, and Max Pooling 3x3 [21]; [22]. GoogLeNet was developed using nine inception 

modules, as shown in Figure 2.4. Once entering an inception module, data is split into four 

groups for processing in parallel, and once exiting the module, the groups are combined into a 

single set. Figure 2.3 Inception Module used in GoogLeNet [23]. 
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 The GoogLeNet architecture was first introduced as GoogLeNet (Inception V1), and it was 

later renamed Inception V2, and most recently Inception V3. Empirical evidence suggests that 

Inception modules are capable of producing richer representations with fewer parameters, even 

though they are conceptually convolutional feature extractors. A traditional convolutional layer 

seeks to learn filters in a three-dimensional space using two spatial dimensions (width and 

height) and one channel dimension. As a result, one convolution kernel is capable of mapping 

both spatial and cross-channel correlations simultaneously. Additionally, a pooling layer and an 

alternate convolutional layer are included in this architecture. With a patch size of 7x7, the first 

convolutional layer shrinks the image without sacrificing any of its spatial information. In each 

layer that appears, the input image size will be shrunk by a factor of four. The final architecture 

has several inception modules layered on top of one another [17]. 

 

Figure 2.4 GoogLeNet architecture. (Ketwongsa et al., 2022) [23] 
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This 22-layer CNN architecture is another significant one. Szegedy et al. (2014) [24] introduced 

it in 2014. GoogleNet's concept is to minimize the dimension by using an inception module 

made up of kernels with varying granularities, such as 1x1 and 3x3 and 5x5 kernels. In the end, 

these are combined to create an inception module. The convolutional layers are separated by 

the introduction of these modules. It obtained a 6.7% top-5% test error [25]. 

2.4 CNN Layer 

The CNN is composed of three different types of layers: convolutional, pooling, and fully-

connected. The CNN architecture is produced by layering these layers. In addition to these three 

layers, there are two more important factors that are described below: the dropout layer and the 

activation function [26]. 

2.4.1 Conventional Layer 

This layer uses an MxM-sized filter to perform a mathematical operation known as convolution 

on the input photos. The input image is systematically scanned with the filter applied, and at 

each position, the. Product between the filter and the local area of the image that the filter covers 

(MxM) is computed. A feature map that emphasizes the input image's patterns, like corners and 

edges, is produced by this process. The input picture's more intricate details are revealed by 

advancing layers of the neural network using the feature map, which acts as a representation of 

the features that have been extracted. The convolutional layer is essential for capturing 

hierarchical patterns and features, which lays the groundwork for the CNN's capacity to learn 

and identify visual data [26]. 

2.4.2 Pooling Layer 

A typical practice following a convolutional layer involves the use of a pooling layer. This layer 

primarily aims to reduce the size of the convolved feature map, thereby conserving 

computational resources. This is achieved by eliminating connections between layers and 

individually modifying each feature map. Various pooling techniques exist, depending on the 

chosen method. Max Pooling, for instance, heavily relies on the feature map's most significant 

contribution. Average pooling computes the average of elements within a specified image 
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segment, while Sum Pooling calculates the total of components in the designated section. The 

Pooling Layer commonly acts as a link connecting the Convolutional Layer and the Fully 

Connected Layer [26]. 

2.4.3 Fully Connected Layer 

The Fully Connected (FC) layer, which also has weights and biases, connects the neurons 

between two layers. These layers are usually placed before the output layer and make up the 

last few tiers of a CNN architecture. This flattens and sends the input image to the FC layer 

from the layers below. The process of categorizing now begins as the flattened vector passes 

through a few more FC levels and then undergoes the usual operations on mathematical 

functions. [26]. 

2.5 Evaluation Metrics 

Performance measurement plays a crucial role in evaluation. Approaches to performance 

evaluation typically rely on a graphical or numerical depiction. The computation of true 

positives (TPs), false positives (FPs), false negatives (FNs), and true negatives (TNs) is the basis 

of the numerical measurements. A confusion matrix is used to illustrate the relationships. The 

goal of the classification usually determines which numerical measure is best. Based on the 

values of the confusion matrix, the performance measures include: exact match ratio, f-score, 

recall, sensitivity, accuracy, and precision for binary, multi-class, multi-labelled, and 

hierarchical classifiers. The most popular performance metric for assessing classification 

algorithms is accuracy. A series of collaborative representation models for face recognition and 

item classification tasks are evaluated using the accuracy measure. Classifier performance is 

also assessed using classification accuracy. In order to remove the detrimental effect of noisy 

features on picture classification, collaborative linear coding techniques are evaluated using 

average precision (AP) and mean AP (mAP). 
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2.6 Related Works 

A review of the literature shows that Deep Convolutional Neural Networks (DCNN) are widely 

used for image interpretation. A number of articles are specifically looked at with the intention 

of employing CNNs for face emotion recognition. 

   

Deep neural network (DNN)-based facial emotion detection research has surpassed human 

accuracy on certain tasks and achieved state-of-the-art performance on many benchmark 

datasets, according to analyses of the current status of the. This has raised interest in and study 

in the field, with numerous studies concentrating on enhancing these systems' resilience and 

accuracy using a hybrid model for face expression recognition. For the purpose of extracting 

facial features, the DCNN has more convolutional layers and ReLU activation functions for 

real-time facial feature detection. FER-2013 grayscale photos and data enhancement methods 

are utilized for training and validation [27]; [24]; [28].  

   

A deep learning approach was proposed by Ankan et al. (2022) [29] to classify human face 

emotions from infrared thermal pictures. In the absence of visible light, their approach provides 

a robust framework for the identification of exact expressions. The difficulties that facial 

expression recognition algorithms encounter in practical settings are covered by Lucie et al. 

(2022) [30]. Through a crowdsourcing experiment, the impact of different visual distortions on 

human performance in FER was investigated. Even after they had been modified, the models' 

performance was found to be more prone to distortions than that of humans when two open-

source FER algorithms were compared with human performance. The paper also addresses bias 

and annotation issues and provides strategies for enhancing existing datasets. 

   

A current limitation in the examination of facial emotion recognition through feature extraction 

and classification using deep neural networks (DNNs) is the potential susceptibility to 

overfitting with respect to the training data. Poor generalization performance on fresh data may 

arise from an inadequately diversified training dataset or overly complex model architecture 

[31]. The possibility of bias in the model or the dataset, which could result in unfair or erroneous 

predictions, is another disadvantage. Due to the possibility of biased or incomplete datasets that 
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might not accurately represent the entire range of emotions or facial expressions across diverse 

cultures and demographics, this is especially important when it comes to facial emotion 

recognition [32]. 

   

The lack of interpretability in the DNN models utilized for facial emotion recognition is another 

drawback. Understanding the rationale behind the model's predictions can be difficult, 

diminishing the transparency and reliability of the system [33]. Moreover, the majority of 

current state-of-the-art DNN models are not designed to work with the 48x48 image size, which 

is a common image size used in facial emotion detection datasets like the FER 2013 dataset. 

Due to insufficient interpolation approaches, this constraint may result in subpar performance 

or extra processing demands for scaling the photos to a suitable size [34].   

 

With this in mind, deep neural networks, or DNNs, have shown a lot of promise in the area of 

facial expression recognition. Still, there are issues with bias, interpretability, overfitting, and 

compatibility with non-standard image sizes. Further research and development are required to 

address the practical constraints of real-world applications and overcome these challenges in 

order to enhance the accuracy, robustness, and fairness of these systems. 
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Design and Methods 

3.1 Overview 

This chapter details where the data was gathered, how it was prepared, and how it was analysed 

to create a classification model using the chosen modelling approaches. In this thesis, an 

experimental research approach is used where a set of variables is kept constant. In contrast, the 

other set of variables is being measured as the subject of an experiment. Different experiments 

are carried out using different dataset ratios. Finally, evaluation methods utilized to assess the 

effectiveness of the created model are provided and debated. 

3.2 Architecture 

The experimental research method is employed in the thesis. This section outlines the suggested 

steps and procedures that was applied in this study in order to meet the thesis's goal. It is divided 

into four primary stages: pre-processing of the data, detection of face, extraction of features, 

and classification for identifying facial emotions. The research major tasks are shown in Figure 

3.1, where the subsequent process flow is noted. This work suggests a feature extraction and 

classification method based on the VGG16, GoogleNet, and ResNet50 models for face emotion 

recognition. Seven distinct emotions are labeled on images from the dataset used in this study: 

happy, sorrow, anger, surprise, fear, disgust, and neutral.  
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Figure 3.1 Research flow 

3.3 Data Collection and Preparation 

As machine learning algorithms heavily rely on data, the selection of an appropriate dataset was 

pivotal in the system development process. Choosing an incorrect dataset could have 

significantly complicated the project. This research will gather trend datasets from well-

organized databases. Since the main objective of this study is not facial recognition, opting for 

face datasets, for instance, would have needlessly introduced additional complexity to the face 

detection algorithm. 

 

Numerous datasets focusing on facial expressions exhibit diverse picture qualities, but 

accessing many high-quality datasets requires permission. Fortunately, obtaining permission is 

usually straightforward, as most dataset owners only require users to fill out a form as a 

procedural formality. Because they provided tagged photos with the necessary facial 

expressions and a backdrop free of noise, the datasets trend VGG16 and ResNet50 model are 

chosen for this research to be loaded on DCNN after thorough study. 
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3.4 Image preprocessing 

Traditionally, preprocessing was a critical step, involving the transformation of raw data before 

inputting it into a neural network or deep learning algorithm. However, in the case of CNNs, 

the statement suggests that explicit preprocessing on the dataset is not as crucial. This is because 

CNNs have the capability to directly take in the raw pixel values of images and autonomously 

learn relevant features during training. The architecture of CNNs is designed to automatically 

extract hierarchical features, eliminating the need for extensive manual preprocessing, thus 

streamlining the workflow in image-related tasks. Image preprocessing for Deep Convolutional 

Neural Networks (DCNNs) like VGG16, ResNet50, and GoogLeNet (Inception) involves 

several common steps. These steps aim to standardise the input data and enhance the model's 

ability to learn useful features from images. 

 

Here are some common image preprocessing steps: Resize input images to match the 

expected input size of the neural network architecture. Resize images to the specific dimensions 

required by each model (e.g., VGG16: 48x48, ResNet50: 224x224, GoogLeNet: 224x224). 

Normalize pixel values to a common scale to ensure consistent input to the model. Normalize 

pixel values to be in the range [0, 1] by dividing each pixel value by 255. Subtract the mean 

pixel value of the dataset to center the data on zero. This is often done to match the training 

conditions of the original, pre-trained models. Subtract the mean pixel value of the dataset from 

each pixel in the input images. Augment the training data with variations (rotations, flips, and 

shifts) to improve the model's generalization ability. Apply random transformations to the 

training images during training but not during validation or testing. 

3.5 Face detection 

The initial and crucial step in the processing pipeline was face detection. Despite our images 

exclusively featuring frontal facial expressions, detecting the face was a prerequisite before 

proceeding with further analysis. Once the face was successfully detected, identifying the region 

of interest and extracting relevant features became a more straightforward task. Various face 

detection algorithms, including Haar-cascades from OpenCV, were experimented with. 

Eventually, we opted for a face detector based on the histogram of oriented gradients (HoG) 
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from the Dlib library. The combination of HoG descriptors and Support Vector Machines 

(SVM) proved effective in pinpointing faces within the images. To ensure uniformity, the 

images were converted to grayscale and resized during the preprocessing stage. 

3.6 Pre trained models 

Over time, several different picture classification models have been created, for example for the 

yearly ImageNet Large Scale Visual Recognition Challenge (ILSVRC). If these advancements 

in designs and training could be put to use, it would greatly benefit the creation of new deep 

convolutional neural network models. Models have previously been trained on millions of 

photos in a variety of categories, and they have discovered feature weights that perform very 

well for particular tasks. 

 

Parts of these pre-trained models can be incorporated into new models because APIs often make 

them publicly available. Parts will function as a feature extraction procedure or will employ 

weights for discovered features as the basis for brand-new interpretation issues. Thankfully, 

Keras is accessible, provides access to pre-trained CNNs, and allows free model weight 

downloads from their libraries. We may choose any of the cutting-edge models and utilise them 

for our problem. Appropriate CNNs include those that use repeating structures (VGG16), 

inception modules (GoogLeNet), or residual modules (ResNet50) from the Keras apps [35]. 

Images from CNN models follow a set structure. For training or model weight calculations in 

your own model, images can be set up with a different pixel input shape or even in a grayscale 

format. This is useful when loading models from their database into a new baseline model. But, 

you have to convert your own image format to what these models need in order to benefit from 

the outcomes that these architectures have already attained in terms of feature recognition or 

model weight calculations. 

 

Only in situations where we have pre-trained weights are models from the deep learning 

domain available in Keras applications. Applications for Keras models range widely, including 

feature extraction, prediction, and fine-tuning. We shall delve deeply into the subject of Keras 

applications in this essay. The subtopics of "what are keras applications?", "how to use models 
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from Keras.applications?", "keras applications model," and "a conclusion about the same" will 

be used to try to grasp it. 

 

Keras Available models 

Table 3.1 List of available models in keras [36]. 

Deep learning models are utilised in Keras applications for prediction, feature extraction, and 

fine-tuning. All required weights are downloaded and saved in the /.keras/models folder 

automatically when the model is instantiated. Upon instantiating the Keras apps, the models are 

Model  Size 

(MB) 

Top-1 

Accuracy 

Top-5 

Accuracy 

Parameters  Depth 

Xception  88  79.0%  94.5%  22.9M  81  

VGG16  528  71.3%  90.1%  138.4M  16  

VGG19  549  71.3%  90.0%  143.7M  19  

ResNet50  98  74.9%  92.1%  25.6M  107  

ResNet50V2  98  76.0%  93.0%  25.6M  103  

ResNet101  171  76.4%  92.8%  44.7M  209  

ResNet101V2  171  77.2%  93.8%  44.7M  205  

ResNet152  232  76.6%  93.1%  60.4M  311  

ResNet152V2  232  78.0%  94.2%  60.4M  307  

InceptionV3  92  77.9%  93.7%  23.9M  189  

InceptionResNetV2  215  80.3%  95.3%  55.9M  449  

MobileNet  16  70.4%  89.5%  4.3M  55  

MobileNetV2  14  71.3%  90.1%  3.5M  105  

DenseNet121  33  75.0%  92.3%  8.1M  242  

DenseNet169  57  76.2%  93.2%  14.3M  338  

DenseNet201  80  77.3%  93.6%  20.2M  402  

NASNetMobile  23  74.4%  91.9%  5.3M  389  

NASNetLarge  343  82.5%  96.0%  88.9M  533  

EïcientNetV2B0  29  78.7%  94.3%  7.2M  -  
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constructed using the image data format and all configurations specified in the Keras file, which 

may be found at.keras/Keras.JSON. As an example, suppose that the image_data_format setting 

is set to the value of channels_last. In this case, the model loads automatically from this 

repository based on the TensorFlow convention data format, which is then followed by height, 

width, and depth. 

 

Transfer learning is the process of using these pre-trained CNNs as a component for feature or 

weight computation in your own computer vision code, such as for picture and emotion 

identification. 

3.7 Implementation Tools 

Since there are currently more than 2000 high-level programming languages [16], 

choosing the right one to construct the system was a difficult process. Fortunately, the project 

requirements made this problem easier. The programming language used during the load trend 

model phase had to be easy to learn, practical, and compatible with the GPU libraries because 

the project used neural networks. Additionally, it was critical that it had adequate documentation 

and community support so that issues that arose during the development cycle could be resolved 

quickly. 

 

The GUI design and neural network implementation must a simple and user-friendly 

programming language. The language must be quick enough to handle this kind of input and 

the classification process since the programmer classifies photos in real-time. These factors led 

to a significant reduction in the list. R, C++, Python, and Matlab are some of the most widely 

used programming languages for machine learning, among others. R is thought to be a powerful 

language despite having a high learning curve. In contrast, C++ is thought to be the best choice 

when speed is a concern, but it is challenging to learn and even more so to optimize. Mat Lab 

is a well-rounded substitute that operates satisfactorily and is quick and easy to use. Python is 

an easy-to-use programming language that has a number of libraries that make it possible to use 

GPUs transparently; however, the development cycle is longer than with other programming 

languages, and using the main product and some of its libraries requires paying a license [37], 
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[38]. The elements utilized to construct the system are described in the next part in accordance 

with the Library and Tools chosen. 

 

1. Python: Python stands out as a potent programming language widely embraced in the 

machine learning community. Data scientists and machine learning professionals prefer 

it for its simplicity, readability, and extensive library ecosystem. Python boasts robust 

libraries such as TensorFlow, PyTorch, and scikit-learn, providing efficient tools for 

constructing and enhancing machine learning models. Its straightforward syntax enables 

rapid development, allowing for swift prototyping and experimentation. With 

substantial community support and ongoing development, Python has become the 

language of choice for developing and deploying machine learning solutions, fostering 

a vibrant ecosystem of tools, tutorials, and frameworks. 

2. Keras: is a high-level neural network framework that operates on top of TensorFlow and 

gives deep learning model designers and trainers an intuitive interface. By removing 

low-level details and providing pre-built layers and models, it streamlines the process 

of creating neural networks and makes it usable by both novice and seasoned 

practitioners. 

3. OpenCV: It is an open source library that provides more than 2500 optimized computer 

vision and machine learning algorithms through C++, Python, and Java interfaces. Tasks 

like face detection, object recognition, object tracking, etc. are made easier by these 

techniques [39]. 

4. TensorFlow: is a well-known deep learning framework open-source that is used to create 

and train machine learning models. It gives developers access to a wide range of tools 

and frameworks that enable them to build neural networks and do calculations quickly 

on CPUs or GPUs. 

5. Microsoft Visio: This tool is used to design the research methodology and suggested 

experiment system's architecture. A collection of programming functions with a focus 

on real-time computer vision is called Open CV (Open Source Computer Vision). 

OpenCV is used because it provides simple capabilities for carrying out many tasks 

without requiring implementations. 
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3.8 Development 

Another crucial stage of this process is development, where risks included underestimating 

development time or writing bad, difficult code. Consequently, a modular design-based 

technique was employed to prevent these hazards. Software development is made easier by 

modular design, which divides a system into smaller units. The main concept behind this system 

is that each component carries out a defined function, and when one module is changed, the 

others are either not impacted at all or just slightly. 

The training portion and the application portion of this phase were separated. The following 

modules were developed for the training section: 

 The input module is responsible for extracting the labels and features. 

 The DCNN module constructs the DCNN model after receiving the features and 

labels. 

The following modules were created for the application part: 

 The GUI module, which is the key element. The input data, the categorization of each 

facial expression, and the probability of each expression are all displayed in this module.   

 The input processing module processes the picture using the same procedures as the 

input module in the training section. It reads the input data based on the source image, 

and it processes the image accordingly. 

 The DCNN application module: utilizing the previously trained DCNNs, it receives the 

pre-process vector and returns the classification and probability for each expression. 

3.9 Evaluation Methods 

Examining a model is essential to determining its utility and efficacy. In computational 

problems like detection and classification, evaluation metrics like accuracy, recall, precision, 

and F1-score are used to determine the instance's class membership. These measurements were 

computed using the detection metrics. The detection metrics provide information about the 

efficacy of a model for every class. Each of the following metrics was created using the 

confusion matrix value: 
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3.9.1 Confusion Matrix 

Multiple categorical outputs are produced by classification models. While the majority of error 

measurements can determine the overall error in our model, we are unable to identify specific 

flaws within our model. It is possible that the model misclassifies some categories more than 

others, but a conventional accuracy metric does not show this.  

 

In assessing the effectiveness of machine learning classification models, the confusion 

matrix is frequently employed. This matrix facilitates the comparison of predicted outcomes for 

the target attribute with the actual values, providing a comprehensive evaluation of the model's 

performance. 

Confusion Matrix Actual 

Emotion Detected 

Positive (1) 

Emotion Not Detected 

Negative (0) 

 

Predicted 

Emotion Exist 

Positive (1) 

TP[1,1] 

True Positive 

FP[1,0] 

False Positive 

Emotion Not Exist 

Negative (0) 

FN[0,1] 

False Negative 

TN[0,0] 

True Negative 

Table 3.2 Binary Classification Problem using Confusion Matrix (2x2 matrix) 

Table 3.2 the provided matrix is a confusion matrix designed for binary classification model 

outputs. Within this matrix, the terms "Positive" and "Negative" denote the two classes intended 

to be distinguished by the model. 

 True Positive 

    These are instances where the actual value is 1, and the predicted value is also 1. 

 True Negative 

     Instances classified as True Negatives are those where the true value is 0, and the predicted 

value is also 0. 

 False Positive 

    False Positives occur when the true value is 0, but the predicted value is 1. 
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 False Negative 

False Negatives are instances where the true value is 1, but the predicted value is 0. 

3.9.2 Accuracy Rate 

The full correctness of the classification examples to their sense of belonging is known as 

accuracy. The following description provides an answer to the issue of how often the model 

properly predicts the class, i.e., a normal face image and a correct emotion picture. This formula 

is used to determine it. Generally, it is a measure of how often the classifier guesses correctly. 

The accuracy value is a value between 0 and 1. 

Accuracy =
TP + TN

TP + TN + FP + FN
 

3.9.3 Precision  

It is a measure of how accurately predicted from all classes and shows the likelihood that a 

prediction of a positive value will come true; For example, calculating the likelihood that a 

picture has an illness. The following formula is used to calculate precision: 

Precision =
TP

TP + FP
 

3.9.4 Recall 

The recall is calculated by determining the ratio of accurately classified positive samples to the 

total count of positive samples. This metric measures the model's ability to identify positive 

instances effectively. A higher recall indicates that positive samples are being identified more 

frequently. In the context of predicting transactions, the recall metric signifies the proportion of 

predicted transactions that are correctly identified as positive. 

Recall =
TP

TP + FN
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3.9.5 F1-Score 

One of the measures has a value of 0 when the lowest F1-score number is 0. The harmonic mean 

of recall and precision is known as the F1-score. It denotes extreme memory or precision. This 

is the appearance of the computation. In general, the F1 score value shows the harmonic mean 

of precision and recall values. 

F1 Score = 2 ∗
Precision ∗ Recall

Precision + Recall
 

Furthermore, suppose that the given data indicates a significant difference in the makeup of the 

classes. A model may be able to forecast the majority class in every scenario and have a high 

accuracy score when that class has more data instances than the other classes, but it will not be 

able to anticipate the minority classes. In this case, confusion matrices are useful. 
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Experimental Results and Discussions 

4.1 Overview 

The training module's primary function is to train the DCNNs, and this chapter discusses 

how to implement both the training and application modules in detail. The other half of the 

chapter gives information on the suggested modules for the main system. Finally, the decision 

made and the experiments carried out during the training stage to assess the optimal hyper 

parameters and DCNN model are included in the other part, along with the experiments carried 

out during the test stage to examine the correctness of the models. 

4.2 Dataset outlook 

Researchers and practitioners use the FER2013 dataset to train and benchmark the performance 

of various machine learning and deep learning models for facial emotion recognition. In this 

research, the FER 2013 dataset underwent preprocessing, involving the generation of a CSV 

file. This file included the following: emotion labels, image pixel values, and a usage column 

indicating which images were from the training or validation set. 35,887 48x48 pixel grayscale 

photos that are divided into seven different classes to symbolize different emotions make up the 

dataset. In this paper, we commonly use this dataset for training and evaluating models for our 

facial expression analysis. The CV looks like this: 
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Figure 4.1 Distribution of classes for the training and validation sets, respectively. 

Label mapping with seven distinct emotions can be found in the columns of the Fer2013 dataset. 

The following mapping is used: 0-anger, 1-disgust, 2-fear, 3-happiness, 4-sadness, 5-surprise, 

and 6-neutral. 22968 is used for training, and this study took validation into consideration. 

4.3 Experiment Setting 

To develop and train a Convolutional Neural Network (CNN) model for emotion recognition, I 

initially preprocessed the dataset by standardizing all images to a consistent size of 48 x 48 

pixels. For training the transfer learning model focused on recognizing facial emotions, I began 

by loading the pre-trained GoogleNet(V3), ResNet50, and VGG-16 models, subsequently 

freezing all of their pre-existing layers. Following this, I introduced a new fully connected layer 

with 48 units for VGG-16 and a final softmax layer for classification purposes. The Hall model's 

pre-trained layers ought to be frozen as well, meaning that their weights shouldn't change while 

the model is being trained. In addition to preventing overfitting on the training set, freezing the 

pre-trained layers helps expedite the training process. 

Next, I used the identical training and validation sets as the DCNN models to train the model. 

The pre-trained layers are kept frozen throughout training, while the weights of the final softmax 

layer and the newly connected layer are modified. This technique helps the model learn new 

representations specific to the emotion recognition task by utilizing the previously trained 
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representations from ImageNet. Metrics like accuracy and precision can be used to assess the 

performance of the GoogLeNet(V3), ResNet50, and VGG16 transfer learning models on the 

validation set after training. The outcomes can then be compared. 

4.3.1 Data Preparation 

This is a common practice to artificially increase the size of our training dataset and improve 

the generalization ability of our model so we use ‘ImageDataGenerator’ it is a powerful Keras 

tool for performing real-time data augmentation during training of neural networks. Data 

augmentation encompasses the application of diverse transformations to the training images, 

enhancing dataset diversity and refining the model's ability to generalize. In this study, 

ImageDataGenerator objects were employed for data augmentation, facilitating the 

augmentation and preprocessing of image data for both the training and validation sets.. 

 

Figure 4.2 data preparation 

The train_datagen object played a pivotal role in augmenting the training set. This object offers 

a range of transformation choices, including image rotation by degrees, width and height 

shifting, and horizontal image flipping. Moreover, the fill_mode parameter was configured to 

'nearest,' ensuring that vacant pixels are filled with the nearest pixel value. Throughout the 
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training and validation stages, these ImageDataGenerator objects were crucial in producing 

batches of augmented and preprocessed images. 

4.3.2 Load the Training Dataset and Validation Dataset 

Setting up data generators for training, validation, and testing using the Keras 

‘ImageDataGenerator’ class for a convolutional neural network (CNN). This is a common 

approach when working with image data in deep learning. 

 

Figure 4.3 Class distribution for the validation as well as training sets, respectively 

Train_datagen is likely an instance of ImageDataGenerator configured for data augmentation. 

Images are loaded from the 'input/fer2013/train' directory and then resized to a target size of 

(48, 48). The class mode is set to 'categorical' indicating that the labels are one-hot encoded. 

The subset is set to 'training' to indicate this is for training. The batch size is set to 64. 'Validation' 

indicating this is for validation, Similar to the training dataset, but for validation, it finally goes 
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on the test dataset. After setting up these data generators, we can use them to train your CNN 

model using the fit_generator function in Keras. 

Loading an image using Keras's ‘image.load_img’ function, converting it to a NumPy 

array, and then expanding its dimensions. This is a common preprocessing step before feeding 

an image to a neural network here’s a breakdown of your code: 

 

 

Figure 4.4 Loading an image using Keras's 

The 'image.load_img' function is used to load the image from the specified file path and 

resize it to the target size of (48, 48), then the loaded image is converted to a NumPy array using 

'np.array'. After that, the 'plt.imshow' function is used to display the image using Matplotlib. 

The shape of the image is printed using ‘print (img.shape), and then the 'np.expand_dims' 

function adds an extra dimension to the array to make it compatible with the expected input 

shape of your model. A snippet is appropriate for preparing a single image for input to a model. 

If we are working with batches of images, we may need to adapt the code accordingly. 

Additionally, ensure that our model is loaded and ready to accept the input shape specified by 

img.shape. 

4.3.3 Base Model 

By introducing a fresh classification head atop a pre-trained model, it becomes possible to fine-

tune the model for image classification in a new domain, even with a smaller dataset. By 

utilizing the features that were obtained from the ImageNet dataset, this method helps the model 

adjust to the subtleties of the new domain. The adjusted model can then be trained on a smaller 

dataset unique to the new domain, which will result in high accuracy. 
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Figure 4.5 Base Model 

This code snippet outlines a function, base_model, responsible for constructing the 

classification head over pre-trained convolutional neural networks, namely InceptionV3, 

VGG16, and ResNet50, imported from Keras. These models have been pre-trained on the 

ImageNet dataset. Ultimately, the code establishes a new instance of the Keras Model, 

incorporating a pre-trained model. The primary objective of these lines of code is to formulate 

a deep learning model tailored for image classification. The utilization of pre-trained models 

such as VGG16, GoogLeNet (InceptionV3), and ResNet50 capitalizes on their ability to already 

comprehend and extract features from images. 

It is advisable to freeze the pre-trained layers of the entire model, implying that the 

weights of these layers remain static and are not modified during the training phase. This 

strategy of freezing pre-trained layers serves to expedite the training process and mitigate the 

risk of overfitting to the training data. 
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4.3.4 Define the Model Architecture 

There are differences in the model architecture between the models that were used for emotion 

recognition. An illustration is provided with examples of existing model architectures, namely 

the VGG16, InceptionV3, and ResNet50 models utilized in pre-training. The weight "imagenet" 

is incorporated into these models. It is crucial to note that the architecture of the model cannot 

be altered as the weights have been trained for a specific input configuration. Hence, when 

modifying a property of the image, such as changing it from a 1-channel grayscale to a 3-channel 

RGB image, adjustments must be made to accommodate these variations. Let's examine one of 

our model architectures, for instance. 

 

Figure 4.6 VGG16 Model Architecture  

Those architecture is a common pattern in transfer learning, where a pre-trained base model is 

followed by additional layers to adapt the model to a specific task. 

 

Loading the pre-trained ResNet50 model without the top layer is the initial step in the ResNet50 

transfer learning model, just like it did with the VGG16 model. The final classification, which 

is unique to the ImageNet dataset, is handled by the top layer of the ResNet50 model. The pre-

trained layers of the ResNet50 model should also be frozen so that we can use the model for a 

different classification job, such face detection and identification, by removing this layer. 

 

A new fully connected layer with 128 units can be added on top of the frozen layers after loading 

the pre-trained ResNet50 model. The pre-trained layers and the final classification layer are 
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joined by this new completely connected layer. Depending on the particular job and dataset, 

experimenting may be used to determine the number of units in the fully linked layer. 

4.3.5 Callback Functions 

This function ensures the learning rate is adjusted, the model is saved, and training is stopped 

early if certain conditions are met. Adjust the parameters of these callbacks based on our specific 

needs and the behavior we want during training. 

 

Figure 4.7 Callback Functions 

Monitors the validation loss ('val_loss') and reduces the learning rate if no improvement is 

observed for a specified number of epochs (patience). The learning rate is reduced by a factor 

of 0.50 when the condition is met. It is stated that the minimum learning rate is 1e-10 (min_lr). 

Finally, use the Keras API to assemble and fit a deep learning model. The model. Fit method, 

which creates batches of augmented images from the training set using the train_dataset data 

generator, is invoked to start the training process. 

4.3.6 Train models 

Assign the names X_valid and Y_valid to the validation data. Divide the training set's length by 

the batch size to set the steps_per_epoch parameter. Give the fit method the list of callbacks, 

which includes the ReduceLROnPlateau and Early Stopping callbacks that were previously 

defined. Use_multiprocessing should ultimately be set to true in order to take advantage of 

multiple CPU cores to speed up data generation. 
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Figure 4.8 Train models  

 model.fit is the function used to train the model. 

 train_dataset is the training dataset generated using an ImageDataGenerator. 

 validation_data is the validation dataset for monitoring model performance during 

training. 

 epochs=10 specifies the number of training epochs. 

 verbose=1 prints updates during training. 

 callbacks=[lrd, mcp, es] includes the defined callback functions. 

 

The fit method returns a history object, which contains information about the training 

process such as loss and accuracy over epochs. We use this information to analyze and visualize 

how our model is learning. Make sure that our model architecture, loss function, and optimizer 

are set up appropriately before calling the fit method. If there are any issues or error messages, 

we check and address them based on the specific context of code. Using the fit method to train 

your model on the training dataset (train_dataset) and validate it on the validation dataset 

(valid_dataset) for 10 epochs. You've also included the callback functions lrd 

(ReduceLROnPlateau), mcp (ModelCheckpoint), and es (EarlyStopping) to control the training 

process. 

4.4 Experiment Result 

4.4.1 Confusion matrix 

The confusion matrix comprises a 7x7 grid that juxtaposes predicted labels with true labels 

across various emotions. The matrix's values denote the frequency of instances where a 

particular emotion was predicted compared to the true emotion. Cells along the diagonal signify 

accurately predicted emotions, indicating a match between the predicted and true labels. 

Conversely, off-diagonal cells indicate instances of misclassification, where the predicted label 

diverges from the true label. 



41 

 

Figure 4.9 The average confusion matrix across ten epochs for the pre-trained Resnet50 
model. 

Each row corresponds to the true class, while each column represents the predicted class. 

Notably, the model seems to perform well in correctly predicting instances for the third and 

sixth classes, with 721 and 19 correct predictions, respectively. However, it struggles with 

accurate predictions for the first, fourth, and fifth classes, as evidenced by higher 

misclassification counts, such as 697, 1275, and 868 instances, respectively. 



42 

 

Figure 4.10 The average confusion matrix across ten epochs for the pre-trained VGG16 

model. 

It is evident that the model performs well for certain classes, such as the fourth class with 714 

correct predictions, while struggling with others, as indicated by higher off-diagonal values. 

The most frequent misclassifications appear to involve the third and sixth classes, with 388 and 

582 instances respectively, being misclassified as class four. Overall, a more detailed analysis 

of precision, recall, and F1 scores for each class would provide a more comprehensive 

evaluation of the model's performance. In VGG16  
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Figure 4.11 the average confusion matrix across ten epochs for the pre-trained InceptionV3 

model. 

 

Model consistently predicts class 3, with a count of 1437, while seldom predicting other classes. 

This suggests a significant imbalance in the model's predictions, potentially favoring a specific 

class. The counts of zero in several cells also raise concerns about the model's inability to predict 

certain classes. 

4.4.2 Accuracy and loss 

Further analysis and fine-tuning may be needed to enhance the model's performance, especially 

if certain classes are more challenging or underrepresented in the dataset. 
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Figure 4.11The training accuracy and loss of the pre-trained Resnet50 model were evaluated 

over 10 epochs using the Fer2013.csv dataset. 

These final training and validation accuracies provided indicate that the machine learning model 

achieved an accuracy of approximately 85.7% on both the training and validation datasets. This 

implies that the model performed consistently well on both the data it was trained on and unseen 

validation data. 

Figure 4.12 The training accuracy and loss of the pre-trained VGG16 model were evaluated 

over 10 epochs using the Fer2013.csv dataset. 
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The training and validation accuracies provided offer insights into the performance of a machine 

learning model during its training process. The final training accuracy stands at 85.9%, 

indicating that the model correctly predicted the training dataset's target values with high 

accuracy. The validation accuracy closely follows at 85.8%, suggesting that the model 

generalizes well to unseen data, maintaining a consistent level of accuracy. These values 

together indicate that the model has learned effectively from the training data and demonstrates 

a robust performance on both the training and validation sets. 

 

 

Figure 4.13 the training accuracy and loss of the pre-trained InceptionV3 model were 

evaluated over 10 epochs using the Fer2013.csv dataset. 

The model's overall prediction accuracy, or the percentage of correctly identified cases, is 

indicated by the reported accuracy rate of 25.05%. With a precision of 7.89%, it is clear that 

there are difficulties in precisely identifying positive cases because only a tiny percentage of 

cases that the model predicted as positive are indeed positive. The model's recall value of 

25.05% highlights a modest sensitivity to positive cases and shows that it can capture some of 

the real positive examples. 
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4.4.3 Each emotion Precision values 

The precision of positive predictions is measured. It is defined as the proportion of accurately 

predicted positive observations to all positive predictions. An average precision value for all 

classes is provided by the overall precision. 

 

Figure 4.13 The overall precision of 21.40% indicates the average precision across all classes 

in the emotion recognition Resnet50 model. 
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Figure 4.14 The overall precision of 21.40% indicates the average precision across all classes 

in the emotion recognition VGG16 model. 

Figure 4.15 The overall precision of 7.89% indicates the average precision across all classes in 

the emotion recognition InceptionV3 model. 

4.5 F1-score 

The F1-score values provided for each class offer a comprehensive assessment of the 

classification model's performance across seven different categories. Resnet50 Class 3 stands 

out with the highest F1-score of approximately 39.3%, indicating a balanced performance in 

terms of precision and recall. However, Class 1 exhibits a F1-score of 0.0%, suggesting that the 

model did not correctly classify any instances for this class, emphasizing a significant limitation. 

The overall F1-score, calculated by considering the harmonic mean of precision and recall 

across all classes, is 0.1225. In VGG16, classes 0, 1, 4, and 5 exhibit F1-scores of 0.0%, 

indicating that the model struggled to find a balance between precision and recall for these 

classes, possibly due to an inability to effectively capture true positives or minimize false 

positives and false negatives. Class 3 stands out with the highest F1-score of approximately 

38.3%, indicating a relatively balanced performance in terms of precision and recall. The overall 

F1-score, calculated as the harmonic mean across all classes, is 0.1137, providing a consolidated 
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measure of the model's effectiveness in handling both false positives and false negatives across 

all classes. 

4.5.1 Classification report of each class or emotion 

The classification report offers a thorough overview of diverse performance metrics for 

individual classes in a classification task. It usually includes the F1-score, support values, recall, 

and precision for every class here's is our classification report based on the precision values we 

provided: 

 

 

Figure 4.16 Resnet50 Picture showing the sequential model's categorization report 

While Class 3 demonstrates relatively higher precision (25%) and recall (88%), suggesting 

better identification of positive instances, Classes 0, 1, and 4 exhibit poor precision and recall, 

with Class 0 having the highest precision but low recall. The overall accuracy is 24%, with the 

macro and weighted average F1-scores indicating a generally modest model performance. 
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Figure 4.17 VGG16 Picture showing the sequential model's categorization report 

The classification report reveals a model with limited performance in predicting emotional 

classes, as evidenced by low precision, recall, and F1-scores across most classes. Classes 0, 1, 

and 4 exhibit particularly poor performance, with precision and recall both at 0.00%, indicating 

the model's inability to correctly identify positive instances for these classes. Although Class 3 

demonstrates relatively better precision 25% and recall 40%, the overall model accuracy 

remains low at 20%. The macro and weighted average F1-scores also indicate an overall subpar 

model performance.  
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Figure 4. 18 InspectionV3 Picture showing the sequential model's categorization report 

Unfortunately, the model demonstrates significant limitations, as indicated by low precision, 

recall, and F1-score values for most classes. Notably, classes 0, 1, 2, 4, 5, and 6 exhibit 

negligible precision, recall, and F1-score values, suggesting a failure to accurately classify 

instances for these categories. Class 3 stands out with a higher recall of 1.00, indicating the 

model's success in capturing all positive instances, but precision and F1-score remain relatively 

modest. The overall accuracy is 25%, underscoring the model's general struggles. 

 

Model Precision Recall  F1-Score 

Vgg16  16.60% 19.87% 14.26% 

Resnet50  21.40% 23.92% 12.25% 

inspectionV3  7.89% 25.05% 10.10% 

Table 4.1 Results from the FER-2013 test set summary after ten epochs. 

The evaluation of three convolutional neural network architectures, VGG16, GoogleNet (V3), 

and ResNet50, based on precision, recall, F1-Score, and accuracy reveals distinct performance 

characteristics. ResNet50 stands out with the highest precision, recall, and F1-Score, indicative 

of a more balanced and accurate classification of instances. VGG16 demonstrates moderate 

performance across the metrics, while GoogleNet (V3) achieves the highest overall accuracy. 

However, the latter exhibits lower precision and F1-Score, emphasizing potential trade-offs 

between precision and recall. The reported accuracy values of 22.66% for VGG16, 25.05% for 

GoogleNet (V3), and 23.92% for ResNet50 provide an overall measure of correctness in class 

predictions. The results underscore the importance of considering a range of metrics for a 

comprehensive evaluation, guiding further adjustments or fine-tuning to optimize each model's 

performance. 
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Conclusion and Future Work 

The purpose of this study was to evaluate how well various deep learning models performed 

when interpolating images of various sizes to detect facial emotions, the findings above 

demonstrate how the choice of architecture and image size affects the accuracy of deep learning 

models in computer vision applications. In this work, we used to train three well-known models 

inspectionV3, VGG16, and ResNet50 for picture resizing, and the models' accuracy was also 

assessed using two distinct image sizes. 

 

Among these models, ResNet50 demonstrated the highest precision at 21.40%, reflecting its 

ability to accurately classify instances positively. Additionally, ResNet50 exhibited a recall of 

23.92%, signifying its capability to effectively identify a substantial proportion of true positive 

instances. The F1-Score, which balances precision and recall, for ResNet50 was 12.25%, 

indicating a relatively balanced performance in capturing both false positives and false 

negatives. VGG16, while displaying slightly lower precision 16.60% and recall 19.87% than 

ResNet50, achieved a higher F1-Score of 14.26%, suggesting a better balance between precision 

and recall. On the other hand, InceptionV3 yielded the lowest precision 7.89% and F1-Score 

10.10%, despite having the highest recall at 25.05%. These results underscore the trade-offs 

between precision and recall in each model, emphasizing the importance of selecting a model 

aligned with specific task requirements and priorities. The study shows how important it is to 

choose the right deep-learning architecture and image size for a given job. In order to improve 

the robustness and accuracy of deep learning models, it also highlights the necessity of 

continued computer vision research and development, particularly in the areas of interpolation, 

feature extraction, and data augmentation strategies. 

 

Selecting a deep learning architecture and image size, task-specific considerations are 

paramount. Various tasks, such as image classification, face and emotion detection, and 

segmentation, necessitate tailored architectures like VGG, ResNet, Inception, or others, each 

designed with varying complexities. Balancing model complexity against computational 
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resources is crucial, as deeper architectures capture more intricate patterns but demand 

increased computational power. Transfer learning proves advantageous for tasks with limited 

data, allowing fine-tuning of pre-trained models, such as those from ImageNet, and mitigating 

the need for extensive annotated datasets. The choice of image size involves a trade-off between 

capturing details and computational efficiency, with considerations for real-time requirements. 
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