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Abstract 

Sentiment analysis has become an essential tool for understanding public opinion on social 

media platforms, particularly for organizations like the Ethiopian Broadcasting Corporation 

(EBC). However, the unique linguistic features of Amharic, a morphologically rich and under-

resourced language, pose significant challenges to developing accurate sentiment analysis 

models. This research explores sentiment analysis on Amharic Facebook comments related to 

EBC using state-of-the-art deep learning models. 
 

A comprehensive dataset of 22,000 labeled Amharic Facebook comments is prepared, with 

sentiments classified into five classes: positive, neutral, negative, strongly positive, and 

strongly negative.  The labeling workflow for Amharic sentiment analysis begins with manual 

annotation, where each sentence has been reviewed by trained annotators who Amharic 

linguistic professionals assign the most fitting sentiment label based on predefined criteria. 

These annotators are skilled at identifying key phrases and contextual signals that align with 

each sentiment category. Multiple annotators review each sentence to ensure consistency, and 

any disagreements are resolved either through a voting system or by an expert review to 

achieve consensus. 
 

The data underwent rigorous preprocessing, including tokenization, character-level 

normalization, and noise reduction, to address challenges such as data sparsely and mixed 

sentiment labels. Four deep learning models—LSTM, Bi-LSTM, CNN, and fine-tuned 

Multilingual BERT—have been assessed using accuracy, precision, recall, and F1-score as 

performance metrics. 
 

Among the models, Multilingual BERT achieved the highest performance, with an accuracy of 

87.2%, precision of 0.796, recall of 0.7815, and F1-score of 0.8143, highlighting its capacity to 

leverage pre-trained multilingual embedding for handling Amharic's complex structure. Bi-

LSTM, CNN, and LSTM models demonstrated moderate performance, with Bi-LSTM 

achieving an accuracy of 81.3% and an F1-score of 0.76, CNN reaching an accuracy of 79.68% 

and an F1-score of 0.743, and LSTM achieving an accuracy of 77.12% and an F1-score of 

0.752, showcasing strengths in capturing sequential and local patterns but lagging behind 

BERT due to the absence of pre-trained embedding and attention mechanisms. 
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This study adds to the growing body of research on sentiment analysis for under-resourced 

languages, providing insights into the efficacy of deep learning models for EBC Facebook 

Amharic sentiment categorization. The findings underscore the importance of pre-trained 

models like BERT in overcoming linguistic challenges and advancing sentiment analysis 

applications for public service broadcasters. These results serve as a foundation for further 

exploration of Amharic sentiment analysis, with implications for improving public engagement 

and decision-making within EBC.  

 

 

Keywords: - Amharic Sentiments, Sentiment Analysis, Deep Learning, BERT, Bi-LSTM, LSTM & 

CNN. 
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Chapter One 

1. Introduction 

1.1. Background of the Study 

Sentiment, which is a consistent pattern, systematic processes and guidelines for making 

sense of the world by combining affect and emotion, so highlights the necessity of 

sophisticated opinion mining methods in order to decipher the complex terrain of online 

sentiments, (Erik, 2013). By research introduced to, (Alexander 2009)
 
which explores 

sentiment analysis using Natural Language Processing (NLP) techniques to determine 

whether a paper conveys Positive, neutral, or negative sentiment toward a certain target is 

the main emphasis. It describes how NLP techniques including dependency analysis, 

coreference resolution, and part-of-speech tagging are used to improve sentiment 

categorization. 

 The authors (Ameen et al., 2019) emphasize the need for enhanced approaches, such as the 

application of machine learning and natural language processing techniques, which can 

more effectively manage the intricacies of sentiment. It provides a detailed review of 

sentiment analysis, studying its emerging principles and the numerous approaches applied to 

assess sentiments conveyed in text additionally, discusses the difficulties in effectively 

expressing the subtleties of human emotion in written language and talks about the value of 

sentiment analysis in comprehending public opinion, especially in the context of social 

media and online interactions, (Ameen et al., 2019). 

―Social networking sites have become staples in everyday life in many parts of the world‖ 

(Hallvard, 2013)
. 
It focuses on sentiment analysis applications in disaster situations, showing 

how social media insights might improve first responders' situational awareness in 

emergency circumstances; (Ghazaleh et al. 2016). Research (Yuriy et al., 2018) draws 

attention to how quickly information travels on social media sites like Twitter, frequently 

using echo chambers to confirm preexisting beliefs. Bots are crucial in spreading or 

modifying messages, changing human interaction, and maybe influencing outcomes of 
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elections. While recognizing the difficulties in controlling the flow of information on social 

media, the results highlight the necessity of addressing the impact of bots and false 

information in preserving democratic integrity, (Yuriy et al., 2018). 

The research show about, (Jie et al., 2022) social media has had a big influence on 

traditional media by acting as an attention generator rather than competing information 

channel so, social media raises the number of people who read linked news pieces in 

traditional media by sparking conversations and bringing attention to issues. 

When social media posts are more intense, have a more positive sentiment, or originate from 

reliable sources, this complementing link is especially noticeable. Consequently, although 

social media platforms change how people consume news, they also benefit traditional 

media by channeling attention to in-depth, professional reporting, for instance the genuine 

information which Facebook content is highly emotive, has a larger readership, and has a 

higher chance of spreading so the platform also generates and disseminates user-generated 

content, (Jie et al., 2022).  

Overall, sentiment analysis turns unprocessed social media data into useful insights that 

enable academics, companies, and researchers to make wise choices in a data-driven digital 

environment. Facebook also dominates the digital marketing space (Federico et al., 2012). 

Furthermore, researcher ―argues this phenomenon is manifested in the transformation of 

sociability that results from networked individualism which is not a consequence of the 

Internet or new communication technologies. But a change that is fully supported by the 

logic embedded in the communication networks‖ (Corinne and Manuel 2018, 

162). Therefore, PSB is impacted by commercial competition, political and economic 

pressures, audience shifts, and digitization. Moreover, PSB needs to adapt to the current 

circumstances. Because it makes decisions based on social media material, (Agnes & ferenc, 

2013). People‘s desire to engage with PSB depends heavily on public opinion. Users may 

not give you a chance once they‘ve read a few bad reviews, (Corinne and Manuel 2018).  

(Federico et al., 2012), a plethora of data reflecting customer choices, activities, and 

responses is available on social media sites like Facebook and Twitter. Sentiment analysis 
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may categorize text as positive, negative, or neutral by using methods like supervised and 

unsupervised machine learning. It provides information on public sentiment, product 

reception & brand perception addition to measuring client loyalty. This technique helps 

identify influencers, guide marketing strategy, and assess campaign efficacy, (Federico et 

al., 2012). 

Given the popularity of social media, sentiment analysis is essential for consumers to make 

educated judgments about what to buy and for companies to compare goods and services, 

(Bing, 2015). The paper focuses more on sentiment analysis, which is an aspect of natural 

language processing (NLP). The computing procedure of identifying and classifying 

opinions in text as positive, negative, or neutral. When we apply machine learning and NLP 

techniques, sentiment analysis algorithms are able to sort through large volumes of textual 

data and fetch insightful information without violating copyright, (Snehal et al., 2024). 

―The challenge for sentiment analysis is lack of sufficient labeled data in the field of Natural 

Language Processing (NLP). And to solve this issue, sentiment analysis and deep learning 

techniques have been merged because deep learning models are effective due to their 

automatic learning capability‖, (Qurat et at., 2017).  

Particularly, deep learning has become a potent machine learning method that may yield 

cutting-edge sentiment analysis prediction outcomes these days, (Yeshewas, 2023). Both 

supervised and unsupervised learning benefit greatly from deep learning and many 

researchers are employing it to handle sentiment analysis, (Qurat et at., 2017).  

Therefore, goal of this paper is to construct a model that analyzes comments on EBC 

Facebook accounts using deep learning approaches. Thus, EBC as public media is 

anticipated to perform a paramount role in the nation branding process at the same time. It 

should venture onto social media services, aiming to reach new users in the nation branding 

process. Plus, it is time to analyze various feedbacks for enhancing EBC‘s engagement 

through social media motivates the researcher to conduct the study by itself, (Jordan, 2014). 
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1.2 Motivation 

Public service broadcasters (PSB) like EBC venture onto social media services, aiming to 

reach new users. EBC‘s decision-making is highly exposed to the public. Further, this day 

nation branding is the new concept introduced into EBC‘s decision-making process. Nation 

branding is a process of transforming national allegiance, structures of belief, and the sense 

of belonging. Even some writers are convinced it is a tool for nationalism, (Jordan, 2014). 

Therefore, both nation branding and sentiment analysis are interconnected as sentiment 

analysis can be used to evaluate and mold a country's image. Nation branding encompasses 

a country's overall image, including cultural, political, and social aspects. While sentiment 

analysis involves assessing public opinion and emotional responses towards a nation and 

analyzing sentiments expressed in social media, news, and other platforms, marketers. 

Researchers can derive strategies to enhance a nation's brand and address any negative 

perceptions, (Jordan, 2014). 

Moreover, when we see the nation branding and sentiment analysis using deep learning 

involves utilizing advanced machine learning techniques to evaluate and improve the 

perception of a nation like, typically includes collecting data from social media and other 

online platforms. Where sentiment analysis models—often based on deep learning 

architectures—classify opinions and sentiments as positive, negative, or neutral, (Jordan, 

2014). National allegiance and belonging in the context of deep learning sentiment analysis 

refers to how sentiments (such as pride, loyalty, or a sense of community) related to one's 

nation or cultural identity are detected and understood from text or other data. This typically 

involves using natural language processing (NLP) models and techniques to analyze how 

individuals or groups express feelings about their nation or cultural affiliation. EBC as 

public media is anticipated to perform a paramount role in the nation's branding process. So, 

it needs to examine comments posted on its Facebook account in the eyes of the nation's 

branding process, (Jordan, 2014). 

The resulting unstructured user-generated sentiment mandates new computational 

techniques. ―Deep learning has emerged as a powerful machine learning technique that 
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learns multiple layers of representations or features of the data and produces state-of-the-art 

prediction results.‖, (Yeshewas, 2023). 

Specifically, EBC needs to identify comments posted on its Facebook account in terms of 

words that stand for the lowest sense of national allegiance and belonging which is Strongly 

Negative; a low sense of national allegiance and belonging, which also Negative; a 

moderate sense of national allegiance and belonging, which is Neutral; a high sense of 

national allegiance and belonging which, is Positive; and the highest sense of national 

allegiance and belonging which is also Strongly Positive. Therefore, the author of the thesis 

aims to build a model that analyzes comments on EBC Facebook profiles using deep 

learning. 

1.3. Statement of problem 

In lately year, opinionated remarks on social media platforms have had a significant 

influence on our social and political lives. Therefore, it is reshaping business and 

influencing public environment, Nonetheless, it is still quite difficult to locate and keep an 

eye on online opinion sites and to fetch the information they contain, (Bing, 2015). The 

potential for social media sentiment analysis to benefit public service broadcasters (PSBs) 

remains unclear. Furthermore, ―The challenge for sentiment analysis is lack of sufficient 

labeled data in the field of Natural Language Processing (NLP) & to solve this issue. The 

sentiment analysis and deep learning techniques have been merged because deep learning 

models are effective due to their automatic learning capability.‖, (Qurat et al., 2017, 424). 

In regard to, over the past decade, literatures have been not silent about sentiment analysis. 

For instance, ―Research by highlighted Deep learning models, such as bidirectional encoder 

representations from transformer (BERT), sentiment-specific word embedding models, 

Cognition- based attention models, Common Sense Knowledge, Reinforcement Learning 

and Generative Adversarial Networks have been used to address various challenges in 

sentiment analysis‖, (Olivier et al., 2020). Further, the study also proposed a sentimental 

classification of a large number of tweets, (Shilpa et al., 2021). 
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The study proposed to ―While these results mark a significant milestone, challenges persist, 

such as the need for a more extensive,  diverse dataset and, underscores the importance of 

transitioning from binary sentiment analysis to a multi-class classification approach, 

enabling a finer-grained understanding of sentiments.‖, (Fikirte et al. 2023). So, by noting 

this gap; this research is intended to construct a model using much dataset that analyzes 

(Culture, Social, Politics, Entertainment, and Economy comments). We have been using 

multi classification labeling like (Strongly Positive, Positive Strongly Negative, Negative & 

Neutral labeling) on EBC Facebook accounts using an appropriate deep learning 

approaches. 

1.4. Research questions 

 How is the required Amharic Language sentiment analysis dataset preprocessed? 

 Which existing methods are more appropriate for Amharic language Sentiment 

analysis? 

 How can deep learning models be designed for Amharic language sentiment analysis? 

 Which Deep learning model provides better performance for Amharic language 

sentiment analysis? 

1.5 Objective 

1.5.1. General objective 

The study's overarching goal is to build a deep learning algorithm that analyzes Amharic 

comments on Facebook account of Ethiopia Broadcasting Corporation. 

 

1.5.2. Specific objective                                                                    

 To review state-of-the-art literature on Amharic Sentiment analysis. 

 To study the nature and structure of Amharic Language. 

 To prepare the required dataset for Amharic sentiment analysis. 

 To identify appropriate features for Amharic Sentiment analysis. 

 To design a deep learning model for Amharic sentiment analysis. 

 To evaluate the performance of the developed Deep Learning model. 
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1.6. Scope and Limitation of the Study 

Developing a model that analyzes comments on EBC Facebook accounts is the major theme 

of this study, which have been help EBC to be well-informed about the opinions of the 

general public in terms of its national branding process. 

Analyzing comments on EBC Facebook accounts as a whole is difficult because it is a large 

public service broadcaster with several streams (i.e.; EBC Entertainment, EBC News, and 

EBC Language) and with so many languages. 

The study solely has focused on the EBC News stream linked to culture, politics, social, 

economy and entertainment. In addition, the study has concentrated on Amharic Facebook 

comments. So, the study's main focus has been to predict users‘ comments with a sense of 

national allegiance and belonging from the posted Amharic comments.  

This analysis has been conducted using deep learning processing the data and training 

model on a computer or other device with a high computational resources like High-

performance graphical processing units (GPUs), adequate memory for handling large 

datasets, and storage capacity for hosting those datasets and also, need large amounts of 

high-quality data has been required due to the research only emphasis on the EBC Amharic 

Facebook comments.   

1.7. Significance of the study 

It is hoped that the research would add to the body of existing information while also 

compensating for the scarcity of scientific articles on sentiment analysis. The look for based 

on investigation intervention ranked high on the top list for sentiments of reviews. 

Moreover, Sentiment analysis on social media networking and how it might be used for 

public service broadcasters (PSB) is still the question on the table particularly; this bleak 

scenario was presented by reports, (2023). 

Therefore, this study is helpful in closing this gap; for example, EBC would be well-

informed on the general public's perspectives on its national branding process. Plus, the 

analysis of various feedbacks has the ability to provide essential insight for practitioners. 
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Policymakers in terms of developing policies and adopting necessary measures to improve 

EBC's involvement on social media. 

Further, the findings of this research have the potential to give practitioners with valuable 

insights into the build deep learning models for analyzing Amharic datasets. Finally, the 

investigation has been useful as an empirical source for the researcher in the future. 

1.8. Organization of the study 

This research has been arranged into five parts. Chapter one delineates the study by 

outlining the background, motivation, problem statement, research questions, objectives, 

importance, scope and constraints. Chapter two has provided a comprehensive literature 

review, defining key concepts such as sentiment analysis and deep learning. Discussing 

topics including public service broadcasters in the network era, sentiment analysis methods, 

features commonly has used, and sentiment analysis applications. It has also been reviewed 

related works and identifies research gaps addressed in the study. Chapter three has 

described the research design & methodology, detailing the proposed architecture, data 

collection, preprocessing, train-test splitting, hyper parameter tuning, training with cross-

validation, and the application of deep learning models such as LSTM, Bi-LSTM, CNN, and 

fine-tuned multilingual BERT, alongside evaluation metrics. Chapter four has presented the 

results and discussion, covering the tools used, experimental findings, performance of the 

models, and comparisons with prior works, with interpretations aligned to the literature 

review. Finally, Chapter Five concludes the study by summarizing the findings, talking 

about their implications, and providing recommendations for future work and potential 

applications. 
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Chapter Two 

2. Literature Review 

2.1. Introduction 

This chapter an aim has to provide a detailed review of the literature related to sentiment 

analysis, focusing on its application to Amharic Facebook comments for the Ethiopian 

Broadcasting Corporation (EBC). The chapter explores various approaches employed by 

researchers to analyze and classify sentiment in social media text, emphasizing techniques 

tailored to under-resourced languages like Amharic. 

A thorough review of deep learning applications in sentiment analysis is presented, covering 

methods such as LSTM, CNN, Bi-LSTM, and fine-tuned Multilingual BERT, as well as 

traditional approaches. These techniques are examined in the context of their efficacy in 

handling the challenges of morphologically rich languages and their capacity to capture 

contextual variations. 

The chapter has also discussed evaluation metrics commonly used in sentiment analysis, 

including accuracy, precision, recall, and F1-score, detailing how these metrics has been 

applied to assess model performance. Additionally, it has highlighted the role of robust 

preprocessing techniques, such as tokenization and character-level normalization, in 

improving classification accuracy. 

By including a review of related studies and the datasets utilized for Amharic sentiment 

analysis, this chapter offers insight into the present state of research, identifies gaps, and 

underscores the importance of tailored approaches for sentiment classification in under-

resourced languages. Finally, the chapter has concluded with a summary of the findings, 

setting the foundation for the subsequent methodology and experimental discussions. 

 

2.2 Conceptualization of Key Terms 

2.2.1. Sentiment 

The study proposed to, idea of sentiment links affective and emotional dynamics with the 

cognitive processes involved in creating views and judgments. So, sentiment is a regular 
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pattern, orderly procedures, and rules of how sense is made of the world by encompassing 

affect and emotion, (Erik, 2013). Opinions are supposed to be binary, such as 

"for/against," "like/dislike," or "good/bad‖ etc. Sentiments could be experienced in a 

diversity of ways such as, hazy gut sentiments, poorly developed intuitions, clearly formed 

opinions, and strong judgments. Thus, each of these can be stated as an opinion on how to 

evaluate someone's conduct. A judgment on which system of rules have been preferred 

over another, a sense of the reality of theoretical premises, and a choice over the legality 

of a political measure, (Jonas and Olaf, 2019). 

The sentiment associated with (Jonas and Olaf, 2019); (Paula, 2009). Micro, Meso, and 

Macro levels typically reflect the scope and focus of analysis in social sciences and 

research. Micro level examines individual behaviors and interactions, often focusing on 

personal sentiments, motivations, and experiences. The sentiment here can be very 

personal and subjective. Meso level looks at groups, communities, or organizations, 

analyzing collective sentiments and dynamics within these entities the sentiment, (Jonas 

and Olaf, 2019); (Paula, 2009). It can reflect group attitudes and social norms. Macro 

level: studies broader institutional and societal structures, often encompassing national or 

global sentiments. The focus is on trends, policies, and collective societal attitudes. Each 

level provides different insights into sentiments, with micro being more personal, meso 

being more communal, and macro being more structural and overarching. The earliest 

conceptual basis for conceptualizing sentiment was linked to the Aristotelian tradition of 

virtue ethics. The ethics of virtue see ethical activity as a question of shaping oneself as a 

moral subject by paying particular focus to the consequences (consequentialist ethics), 

(Jonas and Olaf, 2019); (Paula, 2009). The second conceptual foundation in moral 

philosophy was Scottish moral sense theory, which was chiefly articulated by David 

Hume and Adam Smith who stressed the importance of sentiment, which includes both 

judgment and affection, and the interplay between opinion and feeling in moral 

evaluations,  (Anna, 2007). 
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2.2.2. Sentiment Analysis 

―Sentiment Analysis or opinion mining is defined as the computational study of opinions, 

sentiments, appraisals, evaluations, and emotions‖, (Bing, 2015). It is also known as 

opinion mining, is a NLP technique used to identify and analyze the emotional tone, 

opinions, or sentiments expressed in text and determines whether the sentiment is positive, 

negative, or neutral, often applied to understand customer opinions, brand reputation, or 

social media trends, (Erik,  2013). 

Sentiment analysis (SA) is the extensive examination of online data to identify and 

classify the opinions expressed in a section of the text and process evaluates the author's 

perspective on a certain subject, film, or item. It may give the output like positive, 

negative, and neural,  (Alexander 2009). It is a part of Natural Language Processing (NLP) 

activity that deals with the identification and categorization based on the given data to 

analyze the prediction of sentiments in texts, (Alexandra, 2013). Sentiment analysis is the 

most frequent text categorization method, analyzing an incoming message to identify if 

the underlying sentiment is positive, negative, or neutral, (Bing, 2015). 

SA requires five procedures for analyzing data. This includes gathering data, text 

preparation, sentiment detection, sentiment categorization, and outcome display. 

Gathering data which is one of the steps of sentiment analysis can acquire raw data by 

different mechanisms from various sources including user groups, Twitter, Facebook, 

blogs, and commercial websites such as amazon.com and Alibaba.com, among others, 

(Ameen et al., 2019). Text preparation is the stage in which non-analysis-related text is 

deleted.  Sentiment detection, often referred to as opinion mining (OM) new line or 

sentiment analysis, is the technique of determining the sentiment newline expressed in a 

review through the use of machine learning or natural language processing (NLP), 

(Ameen et al., 2019). SA and OM are pivotal in examining the vast amounts of user-

generated content on social network site platforms like Twitter, Facebook, and LinkedIn 

etc. which techniques fetch valuable insights from textual data by identifying classifying 

sentiments, emotions, and opinions on specific topics when we input the model using 

related programing code Plus, Social network site‘s dynamic nature has created an 
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increasing demand for automated tools to handle and analyze the ever-expanding data it 

operates at document, sentence, and aspect levels, with applications ranging from tracking 

consumer opinions to predicting political outcomes and analyzing healthcare-related 

reviews, (Zaher et al. 2019). 

The study showed, (Khalil et al., 2021; Seema et al., 2015; Mayur et al., 2022 on the data- 

level basis, the sentiment analysis system has been divided into three different tiers which 

are document, sentence and aspect level of sentiment analysis The first one level of system 

analysis which indicates the entire opinionated document is classified using document-

level sentiment analysis (DLSA) which, A single information unit is symbolized by a 

document that contains ideas or views about a specific topic. The second one of Level of 

sentiment analysis is Sentence level sentiment analysis (SLSA) which categories every 

sentence in a document. A sentence is initially identified as opinionated or non-

opinionated using a method called subjectivity categorization; after that, the resulting 

opinionated statements are classified as conveying positive or negative ideas. The last one 

of level of sentiment is called Aspect-based sentiment analysis (ABSA) which collects and 

organizes the public impressions about entities and their associated aspects/features, 

known as targets. ABSA is a more finer-grained approach than DLSA and SLSA, (Khalil 

et al., 2021; Seema et al., 2015; Mayur et al., 2022. 

2.2.3. Public Service Broadcasters in the network era 

Technological development has imposed institutional changes on Public Service 

Broadcasters. For instance, PSB should offer content not only through linear television, 

radio, and so on but also across different platforms. In doing this PSB should also 

maintain its mission for public Service. Actually, scholars believe that PSB so far has 

passed through five types of development. Broadcasters enter the new era at different 

stages since they work in various settings and with various administrative structures, 

(Corinne and Manuel 2018). 

Initially, PSB undergoes an experimental phase in which, as the name suggests, the 

broadcaster experiments with the options that technology and the Internet give and test its 

constraint and capacity, (Corinne and Manuel 2018). When public broadcasters discover 
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that private companies are growing their internet operations because they are institutional 

in character, they are drawn to the second stage, which is known as the panic phase, 

(Katsoulakis, 2022). The expansionist stage, which follows, is comparable to the panic 

phase but places more emphasis on new internet media. The mature phases leading up to 

the switch to public service media (PSM) are the final two stages. The process of 

determining what is crucial in the digital transformation while concentrating on 

distribution and preserving its public service character is known as the consolidation 

phase, which is the fourth step. Lastly, there is the stage of maturity, (Yuriy et al., 2018). 

2.3 Main Approaches to Sentiment Analysis 

In contemporary studies literature categorized approaches to sentiment analysis into 

keyword spotting, lexical affinity, and statistical methods, (Erik, 2013). Due to its 

affordability and ease of usage, keyword spotting is the most basic strategy and most likely 

the most widely used one. Due to the presence of comparatively clear affect words like 

happy, sad, afraid, and bored, texts may be grouped into effect groups, (Tetsuya and 

Jeonghee, 2003). Next to keyword spotting, the researcher read a lot of stuff about lexical 

affinity which lexical affinity is a bit more sophisticated than keyword detection by 

assigning random words a probabilistic "affinity" for a certain emotion rather than only 

recognizing words with obvious effect, (Maria et al., 2014). 

Further, paper highlights the effectiveness of algorithms such as Naive Bayes (NB) and 

Support Vector Machines (SVM) for sentiment classification tasks which is noted for its 

efficiency with smaller datasets, while SVM excels in high-dimensional spaces by finding 

optimal hyper planes for classification, (Mayur et al., 2022). 

2.3.1. Concept-Level Sentiment Analysis 

The research proposed about concept-based methods, as opposed to strictly syntactical 

ones, can identify feelings that are subtly represented by analyzing ideas that do not 

express any emotion directly but are indirectly connected to other concepts that do, 

(Ghazaleh et al. 2016). It draws attention to the shortcomings of conventional sentiment 

analysis techniques, which frequently depend on assessments at the document or sentence 
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level, and underscores the significance of semantic analysis through the use of online 

ontologies and semantic networks, (Erik, 2013).   By identifying the connections between 

ideas and the attitudes they evoke, CLSA facilitates feature-based sentiment analysis and 

allows for a more sophisticated comprehension of opinions. So, comprehensive 

knowledge bases are essential to CLSA's efficacy since they aid in capturing the 

intricacies of human language and sentiment expression across a range of topics, 

improving the automatic analysis of online opinions, (Erik, 2013).  

Instead of gathering conflicting opinions about a single item (like the iPhone5), consumers 

are usually more interested in comparing products based on their specific features (like the 

touchscreens of the iPhone5 and Galaxy S3) or even sub-features (like the vulnerability of 

the iPhone5's versus the touchscreen of the Galaxy S3), (Federico et al., 2012). 

2.3.2. Features Commonly Used in Sentiment Analysis 

The researcher proposed to the feature extraction in sentiment analysis involves 

transforming raw text into structured representations that machine learning models or 

algorithms can process and to capture the sentiment-relevant information from text while 

filtering out irrelevant data. So, when we want to implement sentiment analysis on NLP, 

utilize the features extraction commonly like Term Position, N-gram Features, Parts of 

Speech, and Term Presence vs Term Frequency etc., (Dipti et al., 2020).   

Term Presence and Term Frequency are two approaches used in text analysis to represent 

textual data numerically. But, they differ in how they account for the occurrence of terms 

within a document which Term Frequency is used to determine how many terms appear in 

the corpus but, a binary-valued feature vector is called Term Presence and shows whether 

or not the term appears in the sentence, (Dipti et al., 2020). A value of 1 show that the 

word is present, whereas a value of 0 shows that it is not. Next to that, the researcher read 

a lot of stuff about N-gram Features which are broadly utilized in Natural Language 

Processing that is when several terms appear together in a text. It is called a unigram when 

only one phrase is used as a feature and a bigram when two are used, (Erik, 2013; Zaher et 

al., 2019; Yelena and Padmini, 2011 and Dipti et al., 2020).  
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After stopping for a while, the researcher also reviewed literature about Parts of Speech 

(POS) Tagging which is the procedure of giving each word in a text, for instances, noun, 

verb, an adjective, an adverb, preposition, conjunction, interjection, determiner etc., (Dipti 

et al., 2020). This is done to analyze the syntactic structure of a sentence and understand 

the grammatical function of each word in context, (Erik, 2013); (Zaher et al., 2019); 

(Yelena and Padmini, 2011) and (Dipti et al., 2020).  

2.3.3. Sentiment Analysis Methods 

The researcher proposed and showed, (Dipti et al., 2020) the Sentiment analysis methods 

can be broadly categorized into three main approaches: rule-based, machine learning-

based, and hybrid. There are rule-based methods rely on predefined rules & sentiment 

lexicons to classify text as positive, negative, or neutral, offering simplicity but limited 

context understanding and machine learning-based methods use algorithms like Naïve 

Bayes, SVM, or advanced models like BERT to learn sentiment patterns from labeled 

datasets, providing greater accuracy but requiring substantial data and computational 

resources. And also, hybrid methods combine rules with machine learning to leverage 

both interpretability and performance therefore, this study reviewed and focused on 

literature about Machine Learning Approach, (Dipti et al., 2020). 

The researcher introduced various machines that were created as a result of the human 

brain's inventiveness by allowing individuals to meet a variety of demands, such as 

computing, travel, and industry. These technologies made life easier for everyone among 

these is machine learning, (Batta, 2020). ―This was done using a Perceptron program 

designed by Frank Rosenblatt in 1957 that combines the properties of Hebb‘s neuron 

functionalities with those of the algorithm in the Checkers game‖, (Izunna, 2023, 29). The 

perceptron is an early type of artificial neural network designed for pattern recognition. 

(Batta, 2020), the researcher highlighted the role of ML in automating tasks and enabling 

data-driven insights across different areas and defines. It as a field that equips computers 

with the ability to learn without clear software design, primarily by leveraging massive 

corpus to identify patterns and make predictions. So the review underscores ML ubiquity 
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in daily applications, from personalized recommendations to social networking, (Batta, 

2020). 

Machine learning is the process of automatically calculating tasks using binary or logical 

operations that are taught from a series of examples, (Donald et al., 1995). In general, 

machine learning techniques are adaptable, nonparametric approaches to data 

classification or forecast, (Trent et al, 2018). After looking at the data, we occasionally 

find that we are unable to accurately interpret the information. Consequently, we use 

machine learning, (Asongo et al., 2021).  

The study reviewed, (Taiwo, 2010) which ML is widely applied in diverse fields like 

healthcare, robotics, NLP, and gaming, making tasks like image recognition, speech 

recognition, and personalized recommendations possible. It supports knowledge 

acquisition and skill refinement, fostering advancements in both theoretical research and 

practical applications, ultimately driving innovation across industries. 

2.3.3.1. LIWC Method  

When we discuss, (Yla and James, 2010) the Linguistic Inquiry and Word Count 

(LIWC) applications, an automated text evaluation technique intended to examine the 

psychological meaning of words. It has been investigated in this study which identifies 

word usage patterns in categories like attention focus, emotionality, social interaction, 

and thinking styles. And also It sheds light on individual variances in areas including 

interpersonal dynamics, emotional moods, and cognitive complexity, (Yla and James, 

2010).  

(James et al., 2001), ―The first LIWC application was developed as part of an 

exploratory study of language and disclosure (Francis, 1993; Pennebaker, 1993),‖ 

(p.12). LIWC which is the primary function of processing text files, finding words that 

fit its vocabulary, and assigning them into categories such as affective processes (either 

positive or negative feelings), cognitive mechanisms (insight, causality), and social 

references (friends, family), (James et al., 2001). The utility can easily process many 

files and produce data that may be further examined with Excel or SPSS. Because of its 
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adaptability, it may be customized to fit particular research needs via user-defined 

dictionaries and customized word categories, (James et al., 2001).  

Further, the study showed of LIWC which serves as a valuable tool in analyzing how 

Marriage and Family Therapist Websites communicate through their websites, helping 

to reveal marketing strategies and emotional engagement with potential clients, 

(Thomas, 2019). The paper highlights LIWC's empirical validation and its ability to 

process vast amounts of text, linking language use to various psychological and social 

behaviors, (Yla and James, 2010). Lastly, the goal of this was to create software that 

would merely search through several text files for and count terms in areas related to 

psychology as a consequence, LIWC (pronounced "Luke") which is a dynamic 

computer application, (James et al., 2001). 

Further, (Yla and James, 2010) LIWC is distinct because it combines a transparent 

processing system with well-curated dictionaries of words categorized by psychological 

relevance and innovation enables researchers to measure linguistic elements such as 

function words, pronouns, and verb tenses, offering deeper understanding of how 

language reflects thought. Emotion also the applications span areas like assessing social 

status, identifying deception, and studying emotional responses, (Yla and James, 2010). 

2.4. Artificial Intelligence 

To mimic and improve human intelligence, artificial intelligence (AI) aims to develop 

theories, approaches, formulas, and software applications, (Li, 2018). ―Machine learning, 

especially deep learning, catapulted AI applications to greater heights, making machines 

perform tasks previously exclusive to humans.‖ (Durga et al., 2024) When we see Artificial 

Intelligence technology rise up or develop to day to day gradually and, (Sibanjan and Umit, 

2018) it accomplishes a good performance for tasks with more accuracy and more fast than 

human brain so machine learning and deep learning are the parts of AI which are a huge 

topic in computer science, Nonetheless, deep learning outperforms machine learning in AI 

applications, (Sibanjan and Umit, 2018). 
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2.4.1. Machine Learning 

Machine learning has utilized machines to handle data more efficiently, (Alekhya 2020). 

Learning is characterized as the activity of gaining information with a purposeful focus on 

a meaningful subject, (Ripu and Rajani 2021). The internal results or outcomes of learning 

are the acquisition of experience, knowledge, and the discovery of laws, (Ripu and Rajani 

2021). Comparably, an external image would enhance system performance by 

accommodating or adapting to the surroundings, (Ripu and Rajani 2021).  

 

In the context of Artificial Intelligence (AI) applications, machine learning is viewed as an 

important field of study, (Ripu and Rajani 2021). Making computers mimic and adopt 

human learning behaviors is the subject of the study of machine learning. It is also 

described as the research into how computers can pick up new abilities and knowledge, 

work to better them, continuously strive to perform better, and recognize previously 

acquired knowledge, (Ripu and Rajani 2021). 

The researcher highlighted how these machines simplified and diverse functions human 

existence by allowing humans to satisfy a variety of interests and areas. It performed the 

data analysis and pattern recognition, prediction and forecasting, classification, clustering, 

optimization, automation, decision support, personalization and etc., (Batta, 2020). The 

study discussed the taxonomy of primary categories of ML algorithms, which are 

supervised, unsupervised, semi-supervised, and reinforcement learning also explain their 

importance in resolving problems like classification, clustering, and forecast, (Ravil, 

2015). 

 Supervised Learning 

The supervised machine learning algorithms need external assistance, (Alekhya 2020). Each 

dataset used for machine learning includes examples. Features are used to define or represent 

instances, (Kotsiantis et al., 2007). These characteristics can be "continuous" or 

"binary/categorical". Instances that have labels on them are those that match the desired 

outcome or response, (Kotsiantis 2007). When training and testing data are labeled, 

supervised machine learning techniques are applied, (Saravanan and Sujatha, 2018). Using 
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labeled data from the past and present, these algorithms learn and make predictions, 

(Saravanan and Sujatha, 2018).  

Let us see it first, (Ravil, 2015) the researcher discussed about supervised machine learning 

which role in utilizing labeled data to train models for classification or regression tasks. The 

process which involves utilizing a training corpus where inputs are paired with corresponding 

outcome, (Ravil, 2015). So the purpose to map input data to the corresponding outcome 

utilizing a learned function, the algorithms are categorized as linear or nonlinear based on how 

they separate data points into classes or regress outcome values. It contains linear regression, 

logistic regression, support vector machines (SVM), decision trees, random forests, k-nearest 

neighbors (k-NN), and artificial neural networks (ANN). Techniques have been utilized for 

classification, such as categorizing emails as spam, and regression tasks, like predicting house 

prices, relying heavily on the quality of training data to ensure model accuracy and 

generalization to unseen data, (Ravil, 2015). 

 

Classification  

An outcome space containing several classes constitutes the classification problem in 

supervised learning, (Peter 2012). As an illustration, "YES," "NO," or "MAYBE" stand for 

the outcome element of the input that decides if it might rain today or not. A great example of 

a classification problem is the one this thesis is trying to solve, which is sentiment analysis.  

Regression 

A set of continuous numbers serves as the outcome space for the supervised learning problem 

known as regression, (Peter 2012). The statistically-based regression algorithms estimate the 

connection between the outcome and the characteristics that affect the outcome, (Mohamed 

and Ali, 2017).  

 Unsupervised Learning (descriptive task) 

Unsupervised learning, as opposed to supervised learning, has been used on instances that 

are not labeled. Its algorithms examine unlabeled data and provide a function that describes 

the data's pattern, (Saravanan and Sujatha, 2018). When using these algorithms, the 

outcome identification is not very accurate; however, these algorithms help identify and 

record observations about oblique data patterns, (Saravanan and Sujatha, 2018). Next to 

supervised machine learning algorithms (SMLA); the researcher, (Asongo et al., 2021) has 
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reviewed literature about unsupervised learning algorithms, when training data is not 

labeled or classed, USLA is utilized. The study of unsupervised learning examines how 

computers could generate a function that describes a structure that is concealed from not 

labeled input. System explores the data and can draw conclusions from corpus to describe 

concealed structures in not labeled input, but it does not decide the right outcome, (Asongo 

et al., 2021). 

 

 Reinforcement Learning 

Instead of receiving instructions or being told what to do, the learning algorithm chooses its 

actions based on the environment, (Yuxi 2018). This kind of learner can be used, for 

instance, in a game of chess. The agent learns its behavior through feedback received from 

the environment, (Yuxi 2018). After stopping a while, (Ravil, 2015) the researcher has 

reviewed literature about Reinforcement Machine Learning Algorithms (RMLA). 

It focused on decision-making and action-taking in an environment to achieve a specific 

goal and operates through an agent that interacts with the environment by performing 

actions, receiving feedback as rewards or penalties & improving its behavior based on this 

feedback, (Ravil, 2015). At present, deep learning has a significant impact on both 

supervised and unsupervised learning; many researchers use deep learning to handle 

sentiment analysis. In this regard, the researcher reviewed so much stuff narrated in the next 

sub-topic, (Ravil, 2015). 

2.5. Deep Learning 

An artificial intelligence method called deep learning instructs computers to learn by 

precedent, exactly the way the human brain does by nature. Driverless cars can now 

interpret traffic signs, identify pedestrians, and even determine whether a driver is conscious 

or not to park the vehicle securely and prevent an accident thanks to the significant 

advancement of deep learning. It is also the driving force behind voice-activated devices 

like wireless speakers, TVs, tablets, and cell phones, (Tipirisetty 2018). Deep learning has 

received several attention lately, and given the situation, it is completely warranted given 
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that it is producing results that were previously thought to be unattainable, (Stuart et al., 

2017).  

 

Deep learning is the method by which a computer algorithm learns it‘s categorize images, 

text, or sounds. Deep learning algorithms may achieve high accuracy and sometimes 

outperform humans, (Tipirisetty 2018). Deep Learning is especially costly in terms of 

computing time and power because models with multi-layer neural network architectures 

are often fed and trained on massive amounts of categorized data, (Tipirisetty 2018). Deep 

learning achieves higher rates of recognition accuracy. This enhances consumer electronics' 

user experience and is necessary for safety-critical applications like autonomous cars. 

Certain tasks have been made possible by deep learning, like object recognition in images, 

where it outperform humans, (Stuart et al. 2017) and, deep learning are seen below in Figure 

2-1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-1 AI vs ML vs DL 

Let us start from word embedding the researcher proposed, (Tao, 2017) which capture 

semantic relationships between words based on their context in large text corpora. It has 

purpose vectors to describe the meaning of words with same context and meaning are 

represented by vectors that are same to each other. Therefore, as the initial data processing 

layer in DL techniques, word embedding is regarded as a crucial component of sentiment 

analysis and other tasks involving NLP to competitive performance and improved accuracy, 
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(Tao, 2017). Word embedding is fundamental for deep learning models like convolutional 

neural networks (CNNs) and recurrent neural networks (RNNs). Enabling them to understand 

and process text more effective like sentiment-specific word embedding technique & paragraph 

vectors have further enhanced the precision of sentiment classification tasks therefore, using 

embedding words in meaningful vector spaces. Deep learning models attain well performance 

in applications ranging from sentiment prediction in movie reviews to real-time analysis of 

social media content, (Qurat et al., 2017).  

After winding up discussing word embedding, overall the researcher, (Manal, 2021) proposed 

an approach that integrates advanced NLP techniques with ML algorithms to effectively 

analyze sentiments specifically, in the context of online education during the pandemic, 

(Manal, 2021). The study showed, (Umarani et al., 2021) about an essential part of 

convolutional neural networks (CNNs), the convolution layer is designed to efficiently fetch 

and categorize features for applications like sentiment analysis. And makes use of a 

mathematical process which finds significant characteristics in the input data by applying 

filters or kernels and also the convolution layer is necessary for decreasing the dimensionality 

of the data while maintaining important information. It improves the model's capacity for 

learning and task performance and key properties like kernel size, stride, and padding 

determine the output dimensions also, variants of padding—zero or valid padding—help align 

the input matrix with kernel requirements, (Umarani et al., 2021). 

The research paper reviewed and discussed about the document important components of 

Convolutional Neural Networks (CNNs) are the Fully Connected Layer, Pooling Layer, and 

Flattening Layer, (Umarani et al., 2021).  All of the neurons from the preceding layer are 

linked in the Fully Connected Layer. It uses training data to categorize features into different 

classes, usually; the outcomes are normalized using the softmax activation function by using 

strategies like max pooling and average pooling to decrease computation and avoid overfitting. 

The Pooling Layer lowers the dimensionality of feature maps while maintaining important 

information finally, in order to feed the multidimensional input from earlier layers into the 

Fully Connected Layer for classification tasks, the Flattening Layer converts it into a single-

vector array, (Umarani et al., 2021). 
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Moreover, RNNs are a type of feed-forward neural network, which processes sequential data 

according to the theory put forward by Elman and directed cycles also, the crucial transmission 

of activation function to the inward data arrangement, set RNNs apart from conventional feed-

forward neural networks, (Jeffrey, 1990).Overall, the researcher (Umarani et al., 2021), 

implemented to both deep learning approaches like LSTM and CNN. Machine learning 

approaches like SVC, K-NN, Random forecast, Multinomial Naive Bayes, Bernoulli Naive 

Bayes, Logistic Regression was experimented for text datasets. Deep learning approaches 

higher achieved the optimal accuracy or performance than machine learning techniques for 

sentiment analysis, (Umarani et al., 2021). 

The paper, (Eddy and David, 2019) highlighted the rapid advancements in artificial 

intelligence, particularly in areas like medical diagnosis and image recognition, facilitated by 

deep learning. The study has utilized various datasets, demonstrating high classification 

accuracy, particularly with binary classifications, and discusses the effectiveness of different 

sampling methods in training models, (Eddy and David, 2019). Further, ―Deep Learning was 

firstly proposed by G.E. Hinton in 2006 and is the part of the machine learning process which 

refers to Deep Neural Network‖, (Qurat et al., 2017, 425).  

Deep learning, (Jianqing et al., 2021) going over its core ideas, well-known models, training 

methods, theoretical foundations and has a more fundamental function to stimulate the activity 

of the human brain. It describes how deep learning models intricate data connections by 

utilizing neural networks, such as convolutional and recurrent architectures. The function of 

over-parameterization, non-convexity in training, and the advantages of depth in networks both 

theoretically and practically are important subjects.  

It (Jianqing et al., 2021) talks about improvements in methods like batch normalization, 

dropout, and stochastic gradient descent while highlighting issues like scalability, 

generalization, and training stability. So, it more highlighted the value of statistical research to 

expand knowledge of deep learning's potential and examines unsupervised models like auto 

encoders and Generative adversarial network. The unique attributes of deep learning, such as 

depth, over-parameterization, and algorithmic regularization, contribute to its success in tasks 

like image recognition and language processing. While significant progress has been made, the 
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document acknowledges that the theoretical understanding of deep learning remains 

incomplete and encourages further research in this area, (Jianqing et al., 2021).  

In terms of precision, sensitivity, and specificity, the Deep Belief Neural classifier outperforms 

more conventional techniques like CNN, LSTM, and SVM, achieving a superior accuracy, 

(Sachin and TB, 2023).  

Because deep learning can handle many features when working with unstructured data, it gets 

greater power and flexibility. Deep learning algorithms pass the data through several layers; 

each layer is capable of fetching features progressively and passes it to the next layer because 

of its exceptional capacity to analyze unstructured data and gradually learn characteristics over 

numerous layers. Deep learning has become more and more popular also, the availability of 

huge data sets and developments in high-performance computing are essential for its success, 

Amitha et al., 2021). 

―The proposed model has been compared with the previous studies as those studies used CRF, 

SVM and additional traditional algorithms to perform sentiment analysis with a high price. 

However, the performance proves that the proposed model is reasonable and sufficient to 

enhance the accuracy in terms of emotion analysis‖, Qurat et al., 2017, 426). ―Nowadays, deep 

learning is prosperous because of three main and important reasons, i.e., improved abilities of 

chip processing (GPU units), extensively lower expenditure of hardware and significant 

enhancements in machine learning algorithms‖, (Qurat et al. 2017,  425). 

Algorithms 

This paper has constructed to the model utilizing the supervised deep learning model is listed 

below, following the initial literature review and suggestions from the supervisor. 

 

2.5.1. Convolutional Neural Networks (CNN) for Sentiment Analysis 

The Research paper proposed to, Ashok et al. 2021; Yoon 2014) convolutional Neural 

Networks (CNNs) are a class of deep learning models specifically designed for processing 

structured grid data like images however, it have been effectively modified for text-based 

applications including sentiment analysis and in this context. CNNs are used to capture 

local patterns and n-gram features in textual data, making them effective for identifying 
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sentiment-bearing phrases or words. Ashok et al. 2021; Yoon 2014) by applying 

convolutional filters over word embedding, CNNs can fetch meaningful features, such as 

phrases or dependencies, which contribute to the sentiment of a text. Plus, pooling layers 

refine these features by selecting the most relevant ones, enabling the network to emphasis 

impactful portions of the input mostly. Further CNNs are computationally efficient, can 

handle variable-length inputs. They are particularly effective for tasks like sentence 

classification, where they often outperform traditional machine learning models for 

sentiment analysis. CNNs have demonstrated competitive performance across various 

datasets and languages, highlighting their ability to generalize across different text-based 

domains, Ashok et al. 2021; Yoon 2014). 

 

2.5.2. Long Short-Term Memory (LSTM) 

The researcher proposed to (Halit et al. 2020), one kind of recurrent neural network 

(RNN) for handling and learning from sequential input is the Long Short-Term Memory 

(LSTM) network. It solves the vanishing gradient issue that ordinary RNNs frequently 

encounter and long-range dependencies in sequential data can be captured by LSTMs 

since they retain a memory cell that can hold information for extended periods of time. 

The three main gates are used to govern this memory: the input gate regulates the amount 

of new data that is added to the memory; the forget gate chooses which data should be 

discarded; and the output gate chooses which data to output depending on the state of the 

memory, (Halit et al. 2020). Not only can LSTMs retain long-term dependencies, but they 

can also handle different sequence lengths and process input concurrently during training. 

Overall, LSTMs represent a powerful advancement in the field of deep learning, allowing 

for more nuanced and context-aware predictions in complex sequential tasks, (Halit et al. 

2020; Ajay and Ausif 2019, Bekele, 2024). ―The hidden state ht for LSTM is calculated 

using Equations (2.3), (2.4), (2.5), (2.6), (2.7), and (2.8) as follows:  

“𝑖𝑡 = (𝑊𝑖𝑋𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)                                             (2.3)” 

“𝑓𝑡 = (𝑊𝑓𝑋𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)                                          (2.4)” 

“𝑂𝑡 = (𝑊𝑜𝑋𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)                                    (2.5)‖ 

―Ct= tanh (WcXt + Ucht-1 + bc)                               (2.6)‖                                

“𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶 𝑡                                            (2.7)‖ 
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“ℎ𝑡 = tanh( 𝐶𝑡) ∗ 𝑂𝑡                                                      (2.8) “ , proposed to (Halit 

et al. 2020). 

 

―where it, ft, and Ot are the respective input, forget, and outcome gates at time t; Wi, Wf, 

Wo, and Wc are weights that map the hidden layer's input to the three gates of input, forget, 

and outcome; Ui, Uf, Uo, and Uc are weights matrices that map the hidden layer's outcome 

to gates; and bi, bf, bo, and bc are vectors. Additionally, Ct and ht, respectively, are the 

results of the cell and the layer‖, (Halit et al. 2020)
.
  

 

Figure 2-2 Long Short-Term Memory 

2.5.3. Bidirectional Long Short-Term Memory (Bi-LSTM) 

The researcher proposed to, bidirectional Long Short-Term Memory (Bi-LSTM) networks 

extend the capabilities of standard LSTM networks by processing data in two ways like 

forward and backward. The model is especially useful for sequential tasks where the 

context around a given input is critical because of its architecture, which enables it to 

concurrently gather information from previous and forthcoming contexts, (Bekele, 2024).  

A Bi-LSTM employs two distinct LSTM layers, one of which processes the input 

sequence forward (from start to finish) and the other backward (from end to start). 

Additional, in applications like natural language processing, where comprehending the 

entire context of words in a phrase may greatly improve the model's performance, this 

bidirectional technique is extremely advantageous for example, in sentiment analysis, a 

word's meaning may be influenced by the words that come before and after it. Therefore, 

all things considered, Bi-LSTMs provide an effective way to use contextual information in 

sequential data, improving the model's capacity to provide well-informed predictions 

based on a thorough comprehension of the input sequence., (Bekele, 2024; Zhiheng et al. 

2015; Qi et al. 2022; Ashok et al. 2021).  
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2.5.4. Bidirectional Encoder Representations from Transformers (BERT) 

The study proposed to, (Jacob et al. 2019) bidirectional approach allows BERT to capture 

deeper semantic and syntactic relationships within text, making it highly effective for 

natural language understanding tasks. Unlike traditional unidirectional models that process 

text in a left-to-right or right-to-left manner, BERT‘s bidirectional architecture provides it 

with the ability to understand nuanced language phenomena, such as polysemy and long-

range dependencies in text. The two primary pre-training goals for BERT are Next 

Sentence Prediction (NSP) and Masked Language Modeling (MLM). These objectives 

enable it to generate general-purpose representations of text, which can be fine-tuned for a 

wide variety of downstream tasks such as sentiment analysis, question answering, and text 

classification. By leveraging its bidirectional encoding and extensive pre-training, BERT 

has set new benchmarks in various natural language processing tasks, (Jacob et al. 2019). 

 

Moreover, the researcher implemented to, (Jacob et al. 2019) bidirectional Encoder 

Representations from Transformers (BERT) is a state-of-the-art natural language 

processing (NLP) algorithm designed to understand the context of words in relation to 

surrounding words in a sentence. Its main function to produce contextualized word 

embedding by considering the entire sentence, rather than processing it in a unidirectional 

manner as old-style models do. This bidirectional approach allows BERT to capture 

nuances and relationships between words more effectively, enhancing its ability to 

understand the meaning of words based on their context, (Jacob et al. 2019). It has two 

major activities which is the first one a pre-train BERT on vast amount of text data, Next 

Sentence Prediction (NSP), which aids the model in comprehending the link between 

sentence pairs. The second one is Masked Language Model (MLM), in which certain 

words are randomly masked and the model learns to predict them. (Jacob et al. 2019) after 

pre-training, BERT may be optimized for certain activities including named entity 

identification, query, response, and sentiment analysis, resulting in strong performance on 

a variety of NLP benchmarks. Because its capacity to offer rich contextual representations, 

BERT has established itself as a fundamental model in the area of natural language 

processing (NLP), resulting in notable progress across a range of applications and 

stimulating more investigation into transformer-based architectures, (Jacob et al. 2019). 
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2.6. Sentiment Analysis Application 

When we have seen the application of sentiment analysis from research papers, it highlights 

the value of sentiment analysis for companies comparing goods and services and for people 

looking to base their decisions on public opinion, particularly given the growing amount of 

opinion data from social networks, (Bing, 2015). In addition, now a day the key applications 

area of sentiment analysis span diverse like, business and customer insights, social media 

monitoring, politics & public policy, healthcare, E-commerce, entertainment, finance, 

education, human resources, legal & security area, (Jonas and Olaf, 2019). If we take 

example of world which China, where social networking sites has emerged as the most 

widely used platform for citizens to express their views on governmental policies and to 

reveal corruption, and other crimes by public officials, this kind of surveillance is 

particularly prevalent., (Erik, 2013)
 
. 

Plus, the text identifies central challenges in sentiment analysis, such as defining what 

constitutes an opinion and the necessity for summarizing subjective views from several 

sources, (Bing, 2015). According to Su et al. (2013), Sentiment classification of these 

reviews would be helpful in business intelligence applications and recommender systems, 

where the reviews could be quickly summarized. 

2.7. Related Works 

―We highlight the latest studies on using the Word2vec model for sentiment analysis and its 

role in improving sentiment classification accuracy‖ (Samar and Arafat 2019, 39).  ―The 

proposed model makes use of an innovative combination of skip gram model of word2vec 

and term frequency inverse document frequency values to generate feature vector which can 

then be passed to an ordinary dense neural network with only one hidden layer of densely 

connected neurons.‖,  (Nithya et al., 2018, 120).  

According to Qurat et al. (2017),  highlighted latest studies regarding the implementation of 

deep learning models such as deep neural networks, convolutional neural networks and 

many more for solving different problems of sentiment analysis such as sentiment 
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classification, cross lingual problems, textual and visual analysis and product review 

analysis, etc. (P. 426). 

According to Shilpa et al. (2021), also proposed a sentimental classification of a multitude 

of tweets here, we have used deep learning techniques to classify the sentiments of an 

expression into positive or negative emotions. The positive emotions are further classified 

into enthusiasm, fun, happiness, love, neutral, relief, surprise and negative emotions are 

classified into anger, boredom, emptiness, hate, sadness, worry. (P. 183). 

According to Shilpa et al. (2021), experimented and evaluated the method using Recurrent 

Neural Networks and Long short-term memory on three different datasets to show how to 

achieve high emotion classification accuracy. The evaluation has showed that the system 

gains emotion prediction on LSTM model with 88.47% accuracy for positive/negative 

classification and 89.13% and 91.3% accuracy for positive and negative subclass 

respectively. So, a comprehensive evaluation demonstrates that the system improves 

emotion prediction on the LSTM model, (P. 183). 

In nationwide context; empirical literatures according to Yeshewas (2023), models have 

analyzed some Facebook postings to understand socio political sentiments. We have 

conducted this study using a deep learning approach in the socio-political arena, utilizing the 

state-of-the-art in sentiment analysis on the Amharic language. 

This study attempts to present the data taken from Fana Broadcasting Corporation's official 

Facebook profile using the Graph Application interface of Facebook social networks on 

immigration, war, and public relations issues in order to prepare the data for additional 

preprocessing. Because, more preparation of the dataset on the other domain improve the 

language, (Yeshewas, 2023). 

According to Yeshewas (2023), next step of collect or obtain such socio-political sentiment 

data from the FBC using post_id all preprocessing operations like, tokenization, stop word 

removal, stemming of the sentences are conducted and using linguistic specialists in seven. 

The sentiment labels which are, positive, very positive, extremely positive, neutral, 

negative, very negative, and extremely negative the manual annotation of the sentence 
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fetched the data. It was included both the text file and based on sentiment labels different 

Emoji while, taking into account the impact of the most prevalent Emoji then, the feature 

extraction approach was constructed by the researcher using our custom vocabulary. The 

Scikit learn library feature mining classes, Countvectorizer, and TF-IDF Vectorizer, 

Yeshewas (2023). 

According to Yeshewas (2023), gathered 11,000 reviews social political domain of FBC 

from Facebook page which are the fields of public relations, immigration, and war in order 

to assess the systems' performance. Therefore, this empirical literature test two feature 

mining and find that our model achieves well with Count Victories as it offers a 

straightforward representation of our data. The researcher evaluated our system training and 

validation accuracy using three experiments by changing training and testing split three 

parts that was  first evaluation is 90%,10%: the second one is 80%,20%: the third and last 

was 70%,30%, the size of the corpus, the number of epochs and network layers. 

According to Yeshewas (2023), the first technique achieved 90.1% average training 

accuracy & 90.1% average validation accuracy in the first experiment. The average training 

accuracy and validation accuracy of the second method are 82.4% and 40%, respectively. In 

the third trial, obtained 70.1 training accuracy and 40.1 validation accuracy by increasing 

the number of data sets to 1600 and adding five network layers so based on the results the 

findings indicate this research holds promise. 

According to Fikiret (2023), employed deep learning techniques, including Convolutional 

Neural Networks (CNN), Bidirectional Long Short-Term Memory (Bi-LSTM), and a hybrid 

model combining CNN with Bi-LSTM to analyze and classify sentiments. The best-

performing model was the hybrid CNN-Bi-LSTM model, which achieved an astounding 

accuracy of 91.60%. 

According to Fikirte (2023), like a promising avenue for future research who underscores 

the importance of transitioning from binary sentiment analysis to a multi-class classification 

approach, enabling a finer-grained understanding of sentiments. The establishment of a 

standardized corpus for Amharic sentiment analysis emerges as a critical endeavor with 

broad applicability beyond politics, spanning domains like agriculture, industry, tourism, 
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sports, entertainment, and satisfaction analysis. The exploration of sarcastic comments in the 

Amharic language stands out as a promising avenue for future research. 

 

Authors Research Gaps 

Fikirte et al., 2023 Binary sentiment analysis to a multi-class classification and 

gaps of Multi Domain. 

Eyasu, 2022; Surafel, 2023 and 

Fikirte et al., 2023 

Small datasets affect accuracy for deep learning Model. 

Eyasu, 2022; Surafel, 2023 Most of Amharic sentiment research paper did not include 

different Emoji. 

Nithya et al., 2018 For 

Amharic Sentiment to fill the 

More advance neural network like CNN, LSTM, Bi-LSTM 

accuracy of sentiment prediction may increase much more. 

Habimana et  al., 2020; Eyasu, 

2022  

The gaps of  Data Sparsely and noisy to full fill the gaps of 

Amharic sentiment more recommend transformers 

Multilingual BERT, which is underdeveloped model for 

Amharic sentiment. However, it is better contextual 

understanding for Amharic Sentiment. 

Table: 2.1 Research Gaps 
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2.8 Research Gap 

Despite the growing body of research on sentiment analysis, particularly for languages like 

Amharic, there are several challenges and gaps in current methodologies that this study aims 

to address. While prior works have successfully explored sentiment classification utilize 

deep learning models includes Word2Vec, TF-IDF, CNN, RNN, LSTM, Bi-LSTM, & 

hybrid models, (Qurat et al., 2017; Olivier et al., 2020; Shilpa et al., 2021; Fikirte 2023; 

Samar and Arafat 2019 & Nithya et al., 2018, 120). Most existing studies have focused on 

sentiment analysis in languages with more extensive linguistic resources, such as English. 

As a result, there is a lack of comprehensive studies that effectively tackle sentiment 

analysis for languages with relatively underdeveloped linguistic resources, like Amharic. 

 

One notable gap in the existing literature is the limited exploration of more advanced 

models, such as BERT (Bidirectional Encoder Representations from Transformers), for 

sentiment analysis in languages with limited resources or datasets. While models like BERT 

have shown exceptional performance in sentiment analysis tasks for languages like English 

and Chinese, their application to Amharic, a language with rich morphology and unique 

syntactic structure, remains largely unexplored. Fine-tuning BERT for Amharic sentiment 

analysis presents an exciting opportunity to improve classification accuracy by leveraging 

the knowledge contained in pre-trained models while adapting them to the unique linguistic 

features of Amharic. 

 

Additionally, while deep learning models include, Bi-LSTM and CNN are effectively 

applied to sentiment analysis in social networking text, including for Amharic, (Fikirte 

2023). In order to collect both local and global contextual information, there is still a gap in 

the hybrid architecture that combines these models. Previous studies that used CNN for 

sentiment analysis often focus on capturing word-level or character-level features, while 

LSTM models excel in capturing sequential relationships. 

 

Moreover, the issue of data sparsely and noise in Amharic sentiment datasets is another 

critical gap, limitation of research for Amharic Language, while there have been efforts to 

manually annotate and preprocess sentiment-labeled data from social media platforms like 

Facebook. There is still a lack of robust, publicly available sentiment-labeled datasets for 
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Amharic. Moreover, this scarcity, compounded by the challenges of handling complex 

features like Amharic Language study not included or not integrated with emoji-based 

sentiment cues, hinders the development of effective sentiment classification models. So, 

previous studies have not adequately addressed these challenges by utilizing advanced text 

preprocessing techniques to improve model robustness, (Yeshewas, 2023). 

 

Therefore, this research, goals to fulfill these gaps employing a combination of state-of-the-

art deep learning models (includes, fine-tuned BERT, Bi-LSTM, LSTM, and CNN) and use 

robust and labeled data preprocessing techniques, including tokenization, character-level 

normalization, and sentiment label mapping, to perform sentiment and emotion 

classification for Ethiopian Broadcasting Corporation Facebook posts of Amharic sentiment. 

This study has been model more accurate performance, context-aware sentiment analysis 

systems and addressing linguistic complexities and adapting technologies to low-resource 

languages like Amharic sentiment. This work has highlighted the importance of addressing 

linguistic complexities and adapting technologies to low-resource languages like Amharic. 
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Chapter Three 

3. Design and Methodologies 

3.1 Introduction 

This section focuses on the methods utilized to build the dataset and apply techniques for 

achieving the research objectives related to Amharic sentiment analysis. The aim of the 

study is to apply deep learning models, analyze the sentiments of Facebook posts collected 

from the Ethiopian Broadcasting Corporation (EBC) and detect the overall sentiment 

polarity (strongly positive, positive, strongly negative, negative, and neutral). To achieve 

this, various preprocessing steps will be employed to prepare the data for sentiment 

classification. 

3.2 Proposed Research Architecture 

In this research work, employ a deep learning approach to develop a model for sentiment 

analysis of Amharic Facebook comments. The proposed architecture involves extensive data 

preprocessing to prepare the dataset for the primary task of sentiment classification. The 

dataset, comprising comments from Facebook, includes information such as comment 

content, sentiment labels, and other relevant metadata. The preprocessing pipeline involves 

several critical steps, such as data cleaning, where irrelevant information (e.g., URLs, 

mentions) is removed, and text normalization is applied to handle linguistic variations in 

Amharic text. Categorical sentiment labels are positive, strongly positive, negative, strongly 

negative, and neutral which are also transformed into numerical values to facilitate model 

training. 

Tokenization is applied to convert text into sequences of words or tokens, and feature 

extraction is performed using methods like CountVectorizer to represent the text data to 

numerical format appropriate for deep learning models. In order to guarantee consistency in 

the dataset, feature scaling and normalization are employed, which enhances model 

convergence and prediction accuracy. To improve the structure of model training and 

assessment, the dataset is divided into training and testing sets. 
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Next to that, When have evaluated the sentiment, using four deep learning approaches for 

sentiment classification, including the Convolutional Neural Network (CNN), Bidirectional 

Long Short-Term Memory (Bi-LSTM), Multilingual BERT, and Long Short-Term Memory 

and Long Short-Term Memory (LSTM). When we have used the regularization techniques 

for deep learning in sentiment analysis to prevent overfitting, ensuring that the model 

generalizes well to unseen data including, early stopping, and five-fold cross-validation 

have been employed to assess the models' performance and generalization capability.  

Additionally, Grid Search has been utilized to identify the optimal set of parameters for each 

model which grid search is a foundational technique in hyper parameter tuning, providing a 

straightforward way to optimize model performance in various deep learning tasks, 

including sentiment analysis further enhancing performance. Cross-validation is an essential 

tool in the deep learning workflow, providing valuable insights into model performance, 

robustness, and optimal hyper parameters. Its ability to enhance the generalization of models 

makes it a best practice for model evaluation and selection. 

To comprehensively analyze performance, metrics such as accuracy, precision, recall, and 

F1-score were utilized. These metrics offer robust model performance indicators, capturing 

various aspects of prediction accuracy and reliability. By applying this suite of evaluation 

metrics, a comparative analysis is conducted to evaluate the efficacy of different models. 

The goal has been to identify the model consistently exhibiting the highest accuracy and F1 

score, indicating strong classification performance and minimal prediction errors. This 

rigorous evaluation process selects the best-performing model based on its superior 

performance, ensuring reliable and accurate sentiment classification for Amharic Facebook 

comments. The overall proposed architecture for conducting this research has described in 

Figure 3.1 below. 
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Figure 3-1 The proposed architecture 

3.2.1 Data Collection 

In this study, user-generated content has been collected from the official Facebook 

accounts of the Ethiopian Broadcasting Corporation (EBC), particularly focusing on posts 

related to ETV News. These posts encompass various categories such as culture, politics, 

social, the economy, and entertainment. Data collection has achieved through a 

combination of web scraping and direct access to data provided by EBC. 

Web scraping has automated process used to mine data from the World Wide Web. For 

this research, web scraping has been employed to gather publicly available Facebook 

posts, comments, and associated metadata such as postdates and user reactions. This 

method allows for the systematic fetching of relevant data, facilitating large-scale 

collection from social media platforms. The web scraping process has been carefully 

tailored to fetch content from EBC‘s Facebook accounts, ensuring that the data collected 

aligns with the scope of the study's objectives. . 

In addition to web scraping, the Ethiopian Broadcasting Corporation has provided an 

extensive dataset of Facebook posts. This dataset contains rich information curated by the 

corporation, adding significant value to the research. The web scraping has ensured a 

comprehensive and representative dataset, covering a wide range of topics and sentiments 
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expressed by users on social media. This dual approach strengthens the reliability of the 

dataset and ensures that it has well-suited for the sentiment analysis task at hand. 

 

Figure 3.2 illustrates the sentiment distribution within the dataset through a pie chart titled 

"Sentiment Distribution." This chart encompasses a total of 22,000 labeled comments, 

categorizing sentiments as follows: 

 Positive Sentiments: Representing the largest portion at 22.7%, positive 

sentiments are depicted in light red. This indicates that a substantial segment of the 

analyzed content conveys a favorable tone. 

 Neutral Sentiments: Also accounting for 22.7% and shown in light green, neutral 

sentiments suggest a balanced perspective, indicating that a considerable amount of 

content lacks definitive sentiment. 

 Negative Sentiments: Depicted in light orange, negative sentiments constitute 

18.2% of the dataset, reflecting a critical tone in a noteworthy portion of the 

comments. 

 Strongly Negative Sentiments: Represented in light purple, strongly negative 

sentiments also account for 18.2%, suggesting the presence of extreme negative 

opinions, though they are not overwhelmingly dominant. . 

 Strongly Positive Sentiments: The smallest category, strongly positive sentiments, 

comprises 18.2% and is highlighted in light blue, indicating that extreme positive 

opinions are less frequent compared to other sentiment categories. 

 

 

According to this analysis, the dataset's sentiment distribution has been comparatively 

balanced. Both positive and neutral sentiments represent the largest proportions at 

22.7%, while negative and strongly negative sentiments equally contribute 18.2% each. 

The rarity of strongly positive sentiments further underscores the overall moderate tone 

of the analyzed content, highlighting the complexities of sentiment expression in the 

dataset. 
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Figure 3-2 Data Visualization 

This distribution reveals a balanced mix of sentiments, with positive, neutral, negative, 

strongly negative, and strongly positive sentiments each comprising a substantial portion 

of the dataset. The relatively equal representation of these sentiments indicates a diverse 

range of opinions, with no single sentiment type overwhelmingly dominant. This overall 

sentiment breakdown provides valuable insights for the subsequent stages of sentiment 

analysis and model development, enabling a comprehensive understanding of prevailing 

sentiment trends within the corpus. 

3.2.2 Data Preprocessing  

After gathering the data from the Ethiopian Broadcasting Corporation (EBC) and scraping 

Facebook posts, a preparation step has been followed to understand the types of data 

collected and identify. Data has been most appropriate and has the greatest relevance for 

sentiment classification. EBC specialists can provide valuable insights into the nature and 

characteristics of the provided data. 

Data preprocessing has removed any inconsistencies or noise in the data that might 

negatively impact the sentiment analysis models. These inconsistencies may include 

missing data, noise (random errors or outliers), and other forms of variability. Before 
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loading the dataset into the working environment for analysis, the necessary software, 

packages have been installed. Ensuring data integrity has been a crucial step in any data 

analysis or deep learning tasks. Here's an overview of the processes involved in checking 

for completeness, redundancy, missing values, and the plausibility of attribute. Values 

have been verifying that all required data fields are present and populated, Identifying 

duplicate records or unnecessary repetition of data, Identifying duplicate records or 

unnecessary repetition of data, Identifying gaps where data points are absent and Ensuring 

that the values within each attribute fall within reasonable and expected ranges. In this 

research work, we have employed a deep learning technique to develop a model for 

sentiment analysis of Amharic Facebook posts. The proposed architecture has involved 

extensive data preprocessing to prepare the dataset for the primary task of sentiment 

classification. The dataset, comprising posts from Facebook, has included information 

such as post content, sentiment labels, and other relevant metadata. The preprocessing 

pipeline involves several critical steps, such as data cleaning; where irrelevant information 

(e.g., URLs, mentions) has removed. Text normalization has applied to handle linguistic 

variations in Amharic text. Categorical labels mapping (Positive, strongly positive, 

negative, strongly negative, and neutral) have also been transformed into numerical values 

to facilitate model training. We have employed the following elements during data 

preprocessing:  

3.2.2.1 Data Cleaning 

The cleaning data procedure has been essential to removing inconsistencies, noise, and 

irrelevant elements from the Amharic Facebook dataset to prepare it for sentiment 

analysis. The cleaning began with handling missing and redundant data. Rows 

containing null values have been dropped to ensure that the dataset had no incomplete 

entries that could skew the analysis. Duplicates have been also removed by keeping 

only the first occurrence of Facebook posts with identical Facebook post ID values, 

thus eliminating data redundancy. 

After addressing structural inconsistencies in the data, the next step involved filtering 

out posts with a "mixed" sentiment label. Only posts with clear sentiment categories—

strongly positive, positive, strongly negative, negative, and neutral—have been 

retained, streamlining the sentiment classification process. This filtering has been 
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crucial for reducing ambiguity and improving the performance or precision of the 

sentiment classification method. 

Text Cleaning: 

Moreover, structural cleaning, a series of text-cleaning operations have been performed 

to prepare the textual content of the Facebook posts for further processing: 

1. Removing URLs: URLs that are not necessary to the sentiment of the text have 

been removed using regular expressions. This has helped to eliminate irrelevant 

information that could introduce noise into the analysis. 

2. Removing Mentions: Mentions of other Facebook users (e.g., @username) have 

been also stripped from the text, as they did not carry meaningful information 

related to sentiment. This step has ensured that the analysis focused solely on the 

content of the posts. 

By applying these text cleaning steps, the complexity of the text has been reduced while 

retaining its sentiment-bearing content, making it suitable for further processing, such 

as tokenization and feature extraction. 

3.2.2.2 Character-Level Normalization 

Given the linguistic complexities of the Amharic language, a character-level 

normalization process has been applied to manage the variations in how certain 

Amharic characters are written. Amharic, being a Semitic language with a rich set of 

characters, often faces challenges like different representations of the same word or 

phrase due to the various ways certain characters have been written. These variations 

can negatively impact the performance of machine learning models if not handled 

properly, as the same word might be interpreted differently by the model. 

For example, a word like "sun" can be written in multiple forms in Amharic, such as 

ጸሀይ and ፀሐይ, which have been essentially the same word but written using slightly 

different characters. If these variations have been not normalized, the model might treat 

them as distinct words, leading to a loss of information and lower performance in tasks 

like sentiment analysis. 
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To address this, a custom character normalization function has been developed to 

ensure that different forms of characters are mapped to a single, consistent 

representation. The normalization process targeted specific characters known to have 

multiple forms or common misspellings, converting them to a standard version. This 

step has been crucial for reducing the variability in the text data while preserving the 

linguistic richness of the Amharic language. 

This character-level normalization has been applied to all textual data in the Facebook 

posts, ensuring consistency across the corpus & improving the model‘s performance 

overall across different variations of the same word. By resolving these inconsistencies 

at the character level, the sentiment analysis model could focus on the underlying 

sentiment of the posts rather than being distracted by superficial variations in spelling. 

Algorithm 3.1 depicts how char-level normalization works. 

Input: Cleaned dataset 

Outcome: Normalized_dataset        

Begin: 

Normalized_data�computes char-level normalization on the Dataset 

Return Normalized_dataset 

End 

Algorithm 3-1: Pseudo-code of char-level normalization 

3.2.2.3 Sentiment Label Mapping 

To streamline the sentiment classification process, the sentiment labels in the dataset 

have been mapped from their original categorical form (strongly positive, positive, 

strongly negative, negative, and neutral) into numerical values. This step has been 

essential because machine learning models, particularly deep learning models, typically 

work more effectively with numerical data rather than textual or categorical data. 

In this process, the sentiment categories have been assigned specific integer values: 

 Positive sentiment has been mapped to 1. 

 Strongly Positive sentiment has been mapped to 3. 

 Neutral sentiment has been mapped to 0. 
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 Negative sentiment has been mapped to 2. 

 Strongly Negative sentiment has been mapped to 4. 

This transformation has allowed the deep learning model to process the sentiment 

labels as integers, making it easier for the model to classify each Facebook post based 

on its sentiment. By converting the sentiment into numerical values, the model could 

use these integers during training to learn the relationships between the textual content 

and the corresponding sentiment class. During evaluation and prediction, the model 

would then outcome these numerical values, which could easily be mapped back to 

their respective sentiment categories for interpretation. 

This sentiment label mapping has simplified the classification task and has enhanced 

the overall efficiency and accuracy of the sentiment analysis model. Algorithm 3.2 

depicts how label mapping works. 

 

Input: normalized_dataset 

Outcome: labelled_mapped _dataset         

Begin: 

Labelled_mapped_dataset � Apply label mapping 

Return labelled_mapped _dataset 

End 

Algorithm 3-2: Pseudo-code of label mapping 

3.2.2.4 Tokenization 

In this research work, we have applied Tokenization as a crucial step in text 

preprocessing, particularly for sentiment analysis, as it involves breaking down the 

textual data into manageable units. In this research, each Facebook post has been split 

into individual words (or tokens), a process that enabled the model to analyze the text at 

a granular level. 

After splitting the posts into words, each word has been mapped to its corresponding 

numerical representation using a predefined vocabulary. This vocabulary contained a 

unique index for each word in the dataset, and it has been developed based on the 

training data to ensure that the most frequently occurring words have been well-
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represented. The transformation of words into numerical values has allowed the deep 

learning model to interpret and processed the text, as it cannot directly work with raw 

words or characters. 

In instances where a word has been not found in the predefined vocabulary, a special 

token, known as <unk> (unknown), has been assigned. This ensured that all tokens, 

even rare or previously unseen words, were accounted for during the model's 

processing. By converting text into sequences of integers, tokenization facilitated the 

fetching of significant patterns from the data, allowing the model to effectively learn 

the relationships between the words in each post and associated sentiment. 

This process has been critical in transforming the raw text into a setup appropriate for 

training and evaluation by the deep learning models, enabling accurate and efficient 

sentiment classification of Amharic Facebook posts. Algorithm 3.3 depicts how 

tokenization works. 

__________________________________________________________________ 

Input: labelled_mapped _dataset 

Outcome: tokenized_dataset        

Begin: 

tokenized_data�compute tokenization on Dataset 

Return Tokenized_dataset 

End 

Algorithm 3-3: Pseudo-code of tokenization 

3.2.2.5 Feature Extraction 

For the sentiment analysis of Amharic Facebook posts, feature extraction has been a 

vital process that transformed unprocessed data into a numerical form appropriate for 

deep learning approaches. This research has employed CountVectorizer to fetched 

word-level n-grams, specifically up to tri-grams, allowing the model to capture crucial 

linguistic patterns, word order, and context. N-gram, which has been a contiguous 

sequence of 'n' words, provides insights into sentiment by revealing how combinations 

of words can convey nuanced meanings, particularly in a morphologically rich 

language like Amharic. The CountVectorizer has been created a feature matrix where 

each row represented a Facebook post and each column indicated the distinct n-gram, 

with values reflecting their frequency of occurrence. To reduce complexity, the matrix 
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has been limited to 1,000 features, focusing on the most significant n-grams. This 

structured numerical representation effectively captures both individual words and their 

sequences, enabling models for deep learning to learn from the data linguistic patterns 

& context, ultimately improving their sentiment classification accuracy. 

 

3.2.3 Train-Test Split 

An essential step in preparing the data for sentiment analysis has been the train-test split. 

In this process, the corpus has been divided into three distinct data frames: df_train, 

df_test, and df_valid, which are training, testing, and validation corpuses, respectively. To 

ensure the quality of the data, any rows containing mixed sentiment have been removed 

from both the training and testing datasets. 

Then, the corpus has been divided, with 20% set aside for testing and 80% going toward 

training.  Following this, feature extraction is conducted using the CountVectorizer from 

Scikit-Learn, which transforms the cleaned text data into numerical feature vectors. The 

maximum number of features has capped at 1000, and n-grams have utilized to capture 

more contexts within the text. 

Additionally, labels mapping—positive, strongly positive, negative, strongly negative, and 

neutral— have been encoded into numerical values: strongly positive as 3, positive as 1, 

negative as 2, strongly negative as 4, and neutral as 0. This encoding has been crucial for 

the subsequent model training phases. The resulting datasets for training are called X_train 

and Y_train and also, for testing data are called X_test and Y_test, to provide necessary 

inputs for the deep learning models, allowing for effective training and evaluation of 

performance. This structured division ensures which has been robust and accomplished 

overall well to unseen data. Algorithm 3.4 depicts how to train-test split works. 

________________________________________________________ 

Input: Processed_data  

Outcome: Train-test_Data         

Initialize Train_size to 80% 

Initialize Test_size to 20% 

Begin: 
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Taining_data,Test_data  Train-test split on Processed_data 

Return Training_Data, Test_Data 

End 

Algorithm 3-4: Pseudo-code of train-test split 

3.2.4 Hyper parameter Tunning 

To explore various combinations of hyper parameters during grid search, create a 

hyperparameter grid for each model. The ideal set of hyper parameters for each model has 

been discovered using grid search. 

 Perform Grid Search: The 'GridSearchCV' function runs a grid search for each model. 

To find the model with the finest performance, this has been trained and assessed using 

various combinations of hyper parameters. 

 

3.2.5 Training with Cross-Validation 

Cross-fold validation has been the process that increases our model's correctness. Instead 

of choosing a specific subset of training & the remaining fraction of testing, it has used the 

complete corpus for both training and testing. The corpus has been often separated into 

five equal sets or folds for a five-fold validation, with four sets have used for training and 

one set utilized for validation testing for each iteration. The result of this operation has 

been displayed after four (k-1) repetitions or all conceivable combinations. Algorithm 3.4 

depicts how cross-validation works. 

__________________________________________________________________ 

Input: Grid search parameter P, Training Data, Test Data 

Outcome: Final_Trained_Model, Prediction Result     

Initialize Cross Validation CV to 5 

Begin: 

Final_Trained_Model← GridSearchCV (Training_Data, P, CV) 

Final_prediction ← evaluate Final_Trained_Model on (Test_Data) 

Return Final_Trained_Model, Prediction_Result 

End 

Algorithm 3-4: Pseudo-code of cross-validation 
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3.3.6 Applying Deep Learning Models 

After preprocessing step our corpus which has been separated into three are called 

training, validation, and testing corpus next to this, we have implemented a deep learning 

algorithm to classify the sentiments of Facebook posts. In this research, it have been 

focused on four deep learning architectures which are Multilingual BERT, Bidirectional 

Long Short-Term Memory (Bi-LSTM), Long Short-Term Memory (LSTM), and 

Convolutional Neural Network (CNN) of acting the training phase on the training corpus 

are following mention below. After models have trained or learnt the algorithm, models 

have evaluated on the testing corpus and we have employed various metrics such as, 

accuracy, precision, recall, and F1-score, to evaluate the performance of the sentiment 

classification techniques. 

__________________________________________________________________ 

Input: Train_datset,Test_dataset 

Outcome: Predicted values        

Begin: 

  Initialize the individual deep learning models: 

    Model1 <-ConvolutionalNeuralNetwork 

     Model2 <- MultilingualBERT 

  Model3 <- LongShortTermModel 

  Model4 <- Bi-LongShortTermModel 

    Fit the individual deep learning models on the training data 

    Predict the target variable for the test data using the deep learning models 

    Predicted_values <- DeepLearningModel.predict(Test_dataset) 

    Return Training_Data, Test_Data 

   End 

Algorithm 3-5: Pseudo-code of deep learning models 

3.2.7 Evaluation Measurement 

We have been employed various metrics which are accuracy, precision, recall, and F1-

score, to evaluate the performance of the sentiment classification techniques. 

The experimental findings outcome by the proposed sentiment analysis of research has 

been assessed using the performance metrics the following listed. A Confusion matrix has 

been a performance measurement tool used in classification problems to evaluate the 
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accuracy of a model. It has provided a comprehensive breakdown of the model‘s 

predictions compared to the actual outcomes. So, it helps to visualize the performance of 

an algorithm and identify areas where it may be making errors. It has been shown as a 

table with rows represents the predicted outcomes which are positive, strongly positive, 

negative, strongly negative, and neutral. Columns representing the actual values are ‗true‘ 

and ‗false‘. The outputs of a classifier have been presented in the table as the number of 

true positive (TP), false positive (FP), false negative (FN), and true negative (TN).  

As seen in table 4 below, a confusion matrix has been a 2x2 matrix (two class) for the 

binary organization with column side (actual values) and on the other side of row 

(predicted values) here. 

Table 3-1 Confusion Matrix 

Labeled Predict Positive Predict Negative 

Actual Positive TP FP 

Actual Negative FN TN 

 

Using confusion matrix, to evaluate the outcome of sentiment analysis which used 

accuracy, precision, recall, and F1-score the key of metrics.  

Total percentage of Accuracy has  been clearly declared to positive and negative 

prediction  and  mentioned below, (Alexander 2009).  

   (3.1) 

When working with unbalanced data, accuracy performance measurements can make 

all the difference. We have computed the accuracy, confusion matrix, precision, recall, 

and F1 score to offer a better intuitive understanding of the prediction outcomes.  

When we have shown each define the meaning of metric for actual and prediction of 

sentiment analysis to detail illustrated here. The model that accurately predicts the 

positive class where both the forecast and the actual are positive is known as True 
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Positive (TP). Conversely, a True Negative (TN) model accurately predicts the negative 

class (both the forecast and the actual are negative). A False Positive (FP) model is one 

that predicts the negative class incorrectly (actual-negative, predicted-positive). 

Another name for FP is a TYPE we mistake. Lastly, a False Negative (FN) occurs when 

the model forecasts the positive class (actual-positive, predicted-negative) incorrectly. 

Another name for FN is a TYPE II mistake. 

Precision, recall, and F-score are further performance measures that may be computed 

with the aid of TP, TN, FN, and FP. Precision uses equation 3.2 to determine what 

proportion of all the positive predictions are actually positive. To determine the 

precision value falls between zero and One. 

 

     (3.2) 

 

 

Determine the percentage of recall measures that have been anticipated to be positive 

using equation 3.3 out of the total positive so; it is comparable to the TPR, or true 

positive rate. 

       (3.3) 

 

It will be challenging to determine which model or system is superior when comparing 

them (high precision and low recall or vice versa) and the result of a metric that 

incorporates both of these ought to exist, (Alexander 2009).  

Equation 3.4 indicates that the F1 Score is the harmonious average of precision and 

recall. It has considered both false positive & false negative. Consequently, it operates 

effectively with an unbalanced corpus. Recall and precision are assumed equal weight 

in the F1 score. 

 

                                      (3.4) 
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Chapter Four 

4. Implementation, Experimental Result and Discussion 

4.1 Introduction 

This section discusses and compares the experiments have conducted on sentiment analysis 

using the Amharic datasets from the Facebook account, concentrating on the algorithm of 

deep learning models.  

4.2 Development and Experimentation Tools 

The development languages and experimentation tools used to put the suggested model into 

practice and assess and it has been described. In this research work, we have used Anaconda 

while Python alone could accomplish the tasks. Anaconda has been chosen for its robust 

package management, ease of creating isolated environments, extensive library support, and 

consistent cross-platform behavior. These aspects collectively facilitated a smoother 

workflow, efficient collaboration, and ensured the reproducibility of our research, 

contributing significantly to the quality and reliability of our findings. We have utilized 

several tools and libraries to develop various components. Table 4.1 has discussed the 

languages, libraries, and tools with their corresponding descriptions.  

No. Tool Description Version 

1 Anaconda  Anaconda is an R programming language, to organize 

and deliver packages. We have applied it in our 

experiment to install and run all libraries. 

4.12.0 

2 Python Python is a high-level, has interpreted programming 

language. We have applied it to write our code in our 

experiment.  

3.12.7 

3 Matplotlib Matplotlib is a Python figure plotting library. It has 

used to depict the experimentation plot. 

3.7.1 

4 NumPy NumPy is a Python library that works on arrays. 1.24.3 

5 Pandas Pandas is a manipulation library for Python, providing 1.5.3 
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powerful data structures like Series and Data Frames. 

6 Sklearn Scikit-learn provide simple and efficient tools for data 

mining and data analysis. 

1.2.2 

7 Tensor 

flow 

TensorFlow provides a flexible ecosystem of tools, 

libraries, and community resources that facilitate the 

development of machine learning applications. 

2.11.0 

8 Jupyter 

Notebook 

Jupyter Notebook that allows users to create and share 

interactive documents containing live code, equations, 

visualizations, and narrative text. 

6.5.2 

9 Microsoft 

Visio 

 

It is used to make basic or complex diagrams, and we 

used to make our model. 

2019 

Table 4-1 List of Development and Experimentation Tools 

4.3 Data Preprocessing of implementation Season 

Several procedures have been performed to clean and prepare the corpus throughout the data 

preparation phase of sentiment analysis work. When we have been begun to data preparation 

step, loading Excel files containing Amharic comments labeled corpus with various 

sentiments (positive, strongly positive, negative, strongly negative, neutral, and mixed) into 

Pandas Data Frames from Google Drive. These files have represented training, testing, and 

validation datasets. After loading, the number of occurrences of each sentiment has been 

visualized using bar plots. But, like "mixed" comments have to be removed from datasets 

based on their own sentiment labeling to simplify the classification problem and omit or 

leave only ‗positive‘, ‗strongly positive‘, 'negative,' ‗strongly negative‘, and 'neutral' 

sentiments in datasets. 

The data has been further refined through a function, clean_df, which removed rows 

containing null values, eliminated duplicate comments based on comment IDs, and reset the 

index of each data frame. Next, a text cleaning function, clean_text, has been applied to the 

comment columns. This function has been transformed the text to lowercase and has been 

removed unnecessary elements such as URLs, and user mentions. We have configured the 
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cleaning options to ensure. These operations have been performed uniformly across all 

comments in the datasets. 

A unique and big challenge of Amharic text has been character-level mismatches, where 

multiple representations of the same character exist and have to address it.  Therefore we 

have developed a character normalization function, normalize_char_level_missmatch, which 

has standardized different variations of Amharic characters to their base forms. This 

function is  also called addressed specific issues such as labialized characters by 

normalizing words like በልቱዋል  and በልቱአል  to በልቷል , and a word like "SUN" can be 

written in multiple forms in Amharic, such as ጸሀይ and ፀሐይ, which are essential the same 

word but written form using slightly different characters. After applying this function, the 

cleaned DataFrames have been saved back to Google Drive for further use. 

To prepare the text data for model input next step, a CountVectorizer has been employed to 

convert the cleaned comments into numerical feature vectors based on word n-grams 

(ranging from 1 to 5), with a maximum of 1,000 features. The sentiment labels have been 

mapped to numerical values (strongly positive: 3, positive: 1, negative: 2, strongly negative: 

4, neutral: 0) to prepare the data for supervised learning. 

To have been built a vocabulary from the training data by counting the frequency of tokens 

and assigning an index to each token that appeared more than once. The comments have 

been then tokenized and encoded based on this vocabulary, with unknown tokens replaced 

by a special <unk> token and padding handled with a <pad> token. 

The following code snippets in figure 4-1 illustrate key aspects of the preprocessing: 
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Figure 4-1 Key aspects of the preprocessing 

 

My preprocessing pipeline involved several steps to enhance the dataset's quality for model 

training. First, we have removed rows with missing values and eliminated duplicate entries 

based on the comment_id column to ensure each post has been unique and complete. Next, we 

have performed a series of text cleaning operations: URLs have been removed using regular 

expressions to prevent biases toward specific websites, mentions of other users (e.g., 

@username) have been excluded to focus on comment content, has been stripped out to avoid 

ambiguous sentiment indicators or cultural nuances associated with them in Amharic. 

Additionally, we have applied character-level normalization to address regional or typographic 

variability in Amharic characters. For instance, variants such as [ሃ , ኅ , ኃ , ሐ, ሓ, ኻ] have been 

mapped to a single standardized form, ‘ሀ ’, to help the model better interpret word meanings. 

Finally, each sentence has been tokenized into words, and we have built a vocabulary where 

each word has been assigned a unique integer identifier, with special tokens for unknown 

words (<unk>) and padding (<pad>) added to support input processing for the model. 
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Figure 4-2 Raw Amharic text data (Input) 

After applying these preprocessing steps, the dataset has been significantly cleaner and more 

consistent, as shown in Figure 4-3. In the cleaned dataset, text has been normalized, 

unnecessary information has been removed, and comments are ready for tokenization and input 

into the model. 

 

Figure 4-3 Cleaned Amharic Text Data (Outcome) 

4.3.1 Data Labeling for Implementation Season 

Data labeling is an essential step in developing a strong sentiment analysis model since 

precise labeling of sentiment data improves the model's capacity to comprehend and 

categorize the underlying emotions portrayed in text. For Amharic sentiment analysis, we 

have followed a structured approach to classify each data instance into five map labeling 

which are ‗positive‘, ‗strongly positive‘, ‗neutral‘, ‗negative‘, and ‗strongly negative‘. 

This categorization framework ensures that each labeled sentiment accurately reflects the 

nuanced expression of opinions in the Amharic language. 

The labeling process for Amharic sentiment analysis involves a systematic approach to 

ensure accurate and contextually relevant sentiment categorization. Each sentence or 

phrase is carefully reviewed in its context, with annotators identifying linguistic indicators 

such as adverbs (ተውላጠ ቃላት) and adjectives (ቅጽሎች), which help determine the 
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sentence's sentiment and intensity. This contextual understanding of linguistic 

characteristics is crucial for capturing the nuances of each sentiment. According to these 

identified indicators, the sentence is then assigned to one of the five sentiment categories 

which are ‗positive‘, ‗strongly positive‘, ‗neutral‘, ‗negative‘, and ‗strongly negative‘. 

This structured approach ensures that the sentiment labels are both accurate and reflective 

of the sentence's intended emotional tone. 

The labeling workflow for Amharic sentiment analysis begins with manual annotation, 

where each sentence has been reviewed by trained annotators who Amharic linguistic 

professionals assign the most fitting sentiment label based on predefined criteria. These 

annotators have been skilled at identifying key phrases and contextual signals that align 

with each sentiment category. Multiple annotators review each sentence to ensure 

consistency, and any disagreements are resolved either through a voting system or by an 

expert review to achieve consensus.  

The preprocessing steps enhanced the data quality and reduced noise that could negatively 

impact model performance. By standardizing the text and removing extraneous elements, 

we have ensured that the model focuses on the core content of each comment, thus 

improving its ability to identify sentiment correctly. This data preprocessing pipeline 

ensured that the textual data has been cleaned, standardized, and appropriately 

transformed into a structure appropriate to deep learning approach, specifically for 

sentiment analysis of Amharic Facebook posts. 

4.4 Train-Test Split 

The study, we have implemented a systematic approach for data preparation and come to 

splitting corpus using Python's Pandas and Scikit-learn libraries. When we started by 

loading the cleaned training dataset from an Excel file and stored it on Google Drive. To 

ensure a balanced representation of sentiment classes, the filtered corpus has been split into 

two parts: a training (80%), and temporary (20%) for testing and validation. The temporary 

set has been split into validation and test datasets, each comprising 10% of the original 

dataset. We have applied stratified sampling to maintain the distribution of sentiment classes 

across all splits as shown in Figure 4-4.  
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Figure 4-4 Train - Test split 

 

Before we have been coming to perform sentiment analysis, where the sample sentiment of 

each sentence has been categorized into five map labeling which are ‗positive‘, ‗strongly 

positive‘, ‗Negative‘, ‗strongly Negative‘, and ‗neutral‘. Training, validation, and test are the 

three subsets into which the dataset has been divided. The data split follows 80-10-10 
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proportion, with 80% has utilized for training, and 10% each has reserved for validation and 

testing. The sentiment distributions within these subsets are as follows: 

Training Set Sentiment Distribution 

The training positioned, which makes up 80% of the entire dataset, has the following sentiment 

distribution: 

 Neutral: 22.73% 

 Positive: 22.73% 

 Negative: 18.18% 

 Strongly Positive: 18.18% 

 Strongly Negative: 18.18% 

These proportions indicate a fairly balanced distribution of sentiment categories, with only 

slight variation across the different labels. During training, the balance ensures that the 

algorithm has revealed a varied set of sentiment expressions, which is critical for developing 

robust sentiment classification models.  

Validation Set Sentiment Distribution 

The validation set represents 10% of the total data and has used for hyperparameter tuning and 

model evaluation during training. The sentiment distribution in poisoned is look like this: 

 Strongly Positive: 18.18% 

 Strongly Negative: 18.18% 

 Neutral: 22.73% 

 Positive: 22.73% 

 Negative: 18.18% 

The validation set demonstrates a distribution similar to that of the training set, ensuring 

consistency and fairness in the evaluation process. The balanced nature of the sentiment 

distribution allows for reliable model performance evaluation across different sentiment 

classes. 

Test Set Sentiment Distribution 

The ultimate performance of the trained algorithm on unseen data has evaluated using the test 

positioned, which likewise makes up 10% of the whole corpus. The test set's sentiment 

distribution looks like this: 
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 Positive: 22.73% 

 Neutral: 22.73% 

 Strongly Positive: 18.18% 

 Strongly Negative: 18.18% 

 Negative: 18.18% 

While the test set is similarly balanced, it contains a slightly higher proportion of positive 

sentiment instances relative to the other categories. This distribution has ensured that the test 

has positioned as representative of the general sentiment distribution in the corpus. 
 

The model has been trained on a suitably big and varied training set confirms the 80-10-10 

split,  while the validation and test sets retain a balanced representation of sentiment labels, 

mitigating the risk of class imbalance and providing a reliable basis for model evaluation. The 

consistent proportions across all three sets allow for accurate performance metrics, helping 

confirm the model overall well to different sentiment categories. Furthermore, the balanced 

distribution of sentiment categories into two which for the validation and test positioning 

confirm that the algorithm has been evaluated equitably across the range of possible sentiment 

labels, facilitating a robust and comprehensive assessment of its performance. 

4.5 Amharic Sentiment Analysis Using Deep Learning 

After the entire corpus has been prepared the preprocessing steps of cleaned and prepared 

data to modeling function, we have come up with a constructed model using four different 

deep learning techniques which are Bi-LSTM, LSTM, CNN, and multilingual BERT for 

sentiment analysis. 

4.5.1 LSTM for Amharic Sentiment Classification 

Model has been built LSTM-centered approach for sentiment classification of Amharic 

Facebook posts. We have begun by loading and preprocessing the dataset with pandas, 

focusing on two columns: sentiment (the sentiment label) and comment (the text content). 

First, the data has been cleaned by removing missing values and duplicates to ensure 

high-quality input (using df.dropna () and df.drop_duplicates (subset='comment', 

keep="first")). Sentiment labels have been then mapped to numeric values for model 

compatibility. Each label has been assigned a corresponding integer, with neutral as 0, 

positive as 1, negative as 2, strongly positive as 3, and strongly negative as 4.  



60 
  

((df['sentiment'] = df['sentiment'].map(label_mapping)). This mapping allowed the model 

to classify inputs across five distinct sentiment classes. 

For the vocabulary, manually a dictionary has been built by tokenizing the text and 

including only words with a minimum frequency of one (Counter (token for sentence in 

sentences for token in sentence.split ())). The tokens have been then encoded into numeric 

sequences using this vocabulary, with special tokens for padding (<pad>) and unknown 

words (<unk>). These sequences have been used to create PyTorch datasets for training 

and testing, which have been then loaded with batching and padding for efficient 

processing. 

 

This model architecture is an LSTM-based classifier, has designed with an embedding 

layer (for tokenized input), a hidden LSTM layer, and a fully connected outcome layer for 

class predictions. The outcome dimension has been set to five to correspond with the 

sentiment classes. The Adam optimizer (optim.Adam(model.parameters(), lr=1e-5)) has 

been used to optimize the model after it has been weighted based on the class distribution 

and trained with cross-entropy loss. 

 

When training the LSTM model for sentiment analysis on the Amharic Facebook corpus, 

we have monitored training and validation losses over 100 epochs, with early stopping 

activated at epoch 10 to prevent overfitting. The training loss decreased from 1.5613 in 

the first epoch to 1.1089 by epoch 10, while the validation loss initially dropped from 

1.4714 to 1.1440, reflecting gradual performance improvement until early stopping has 

been triggered. This training progression is seen below in Figure 4.5.  

 

 

 

 

 

 



61 
  

Figure 4-5 Training and Validation Accuracy and Loss utilizing LSTM 

The following is a summary of the model's performance according on the final evaluation 

measurements: 

 Accuracy: 77.12% 

 Precision: 76.00% 

 Recall: 74.40% 

 F1-score: 75.20% 

An accuracy of 77.12% shows that the model properly classifies a substantial portion of 

the samples. A precision of 76.00% suggests that a high proportion of the predicted 

positive instances are actual positives, demonstrating the model capable of reducing false 

positives. The recall of 74.40% expressions that the model effectively identifies most of 

the true positive instances. The F1-score of 75.20 Qi % expression of a balanced trade-off 

between precision and recall, emphasizing the model's efficacy in sentiment classification 

tasks. 

4.5.2 Fine-Tuning Multilingual BERT for Sentiment Classification 

Fine-tuned BERT model for sentiment classification of Amharic Facebook posts 

specifically, we have employed the model, which has already been trained on a huge 

corpus by multiple languages including Amharic for a specific task before being fine-

tuned or used for other tasks making it well-suited for sentiment analysis. Therefore, first, 

we have loaded the dataset from an Excel file using the pandas library, focusing on two 

columns: sentiment (the sentiment label) and comment (the text). Then we have cleaned  
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the dataset by removing rows with missing values and filtering out any unexpected 

sentiment labels that did not belong to the predefined classes of 'strongly positive', 

'positive', 'negative', 'strongly negative', and 'neutral'.  

 

(See code: df.dropna(inplace = True) and df = df[df['sentiment'].isin(label_dict.keys())]). 

Next, the sentiment labels have been mapped to numeric values, where 'positive' has been 

assigned the label 1, ‗strongly positive‘ the label 3, 'negative' the label 2, 'strongly 

negative' the label 4, and 'neutral' the label 0 (df['label'] = df['sentiment'].replace(label_dict)).  

We have used stratified sampling to divide the corpus two part which are training (80%) 

and validation (20%) positioned to maintain the balance of sentiment labels across both 

sets (train_test_split (df.index.values, df.label.values, test_size = 0.2, stratify = 

df.label.values)). 

 

In order to get ready to enter the text data into the BERT model, we have used the 

BertTokenizer to tokenize the Amharic text. Tokenization has involved converting the 

text into token IDs, padding the sequences to a fixed length of 256 tokens, and returning 

attention masks for each tokenized sequence (tokenizer.batch_encode_plus(...)). The 

tokenized corpus which for the training and validation has encapsulated into PyTorch 

Tensor dataset objects to facilitate efficient batching and sampling during training. 

 

We have fine-tuned BERT-base-multilingual-cased to sequence classification. The model 

has been modified to classify five sentiment labels using the AdamW optimizer and a 

linear learning rate scheduler to adjust the learning rate while training 

(AdamW(model.parameters(), lr=1e-5, eps=1e-8) and get_linear_schedule_with_warmup(...)).  

 

Additionally, we have applied gradient clipping to prevent exploding gradients during 

training. Training has been contained to three epochs with a batch size of 4. we have 

evaluated the model on the validation positioned and measured performance using the 

weighted F1-score after each epoch, which accounts for class imbalance in the dataset 

(f1_score (labels_flat, preds_flat, average='weighted')). 



63 
  

The fine-tuning process has been completed using a training loop, where after each epoch, 

we have computed the average training loss, evaluated the model on the validation 

position, then calculated the weighted F1-score. The model weights have been saved after 

each epoch  

For potential further use: - 

 (torch.save (model.state_dict (), f'finetuned_BERT_epoch_{epoch}.model')).  

The results of the training process, including training and validation losses and the F1-

score, have been recorded to measure the model's performance. This fine-tuning approach 

enabled the already trained BERT model to adapt effectively for Amharic sentiment 

classification tasks. 

When training the fine-tuned Multilingual BERT model for sentiment analysis on the 

Amharic corpus from Facebook, we have monitored the training and validation losses 

over eight epochs, utilizing early stopping to prevent over-fitting. The training loss 

showed a consistent decline, starting from 1.5481 in the first epoch and decreasing to 

1.1168 by epoch 8. Similarly, the validation loss improved initially, starting at 1.4663 in 

the first epoch and reaching 1.1472 by the end of training. This trend reflects a steady 

enhancement in model performance during the training phase, as depicted in the training 

and validation loss plot (Figure 4.6). 

 

 

 

 

 

 

 

 

 

Figure 4-6 Training and Validation Accuracy and Loss utilizing BERT 
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The model's performance has been evaluated using a variety of metrics, such as accuracy, 

precision, recall, and F1-score. The evaluation of the fine-tuned Multilingual BERT model 

yielded the following final outcomes: 

 Accuracy: 87.20% 

 Precision: 79.60% 

 Recall: 78.15% 

 F1-score: 81.43% 

With an accuracy of 87.20% shows, the model has been able to accurately classify the vast 

most of the samples. A precision of 79.60% highlights that a significant proportion of the 

predicted positive instances are actual positives, reflecting a low rate of false positives. The 

recall value of 78.15% demonstrates the capacity of the model to capture most of the actual 

positive instances. The model's outstanding performance in sentiment classification tasks 

have been demonstrated by its F1-score of 81.43%, which captures the balance between 

precision and recall. 

These outcomes demonstrate the efficacy of fine-tuning Multilingual BERT for sentiment 

classification in Amharic, highlighting its capability to handle nuanced sentiment detection 

in underrepresented languages. While the model has showed strong performance, further 

optimizations could enhance its predictive capabilities even more. This systematic 

approach to model architecture illustrates deep learning approaches' promise to advance 

sentiment analysis in Amharic and similar languages. 

4.5.3 Bi-LSTM for Amharic Sentiment Classification  

Model has been constructed utilizing Bi-LSTM-based approaches for classification of 

sentiment to Amharic Facebook posts. The process has begun with loading and 

preprocessing the dataset using pandas, focusing on two key columns: sentiment 

(representing the sentiment label) and comment (containing the text content). The data 

underwent cleaning to remove any missing values and duplicate entries, ensuring that the 

input has been high-quality. Specifically, we have used functions such as:- 

 

 



65 
  

df.dropna() and df.drop_duplicates(subset='comment', keep="first") to accomplish this. 

Next, the sentiment labels have been converted to numeric values for compatibility with 

the model. We have assigned a unique integer to each sentiment class: neutral as 0, 

positive as 1, negative as 2, strongly positive as 3, and strongly negative as 4. This 

mapping enabled the model to perform multi-class classification across five distinct 

sentiment categories. 
 

 

For text processing, we have manually constructed a vocabulary by tokenizing the 

comments and including only words that appeared at least once (Counter (token for 

sentence in sentences for token in sentence.split())). Using this vocabulary, we have 

encoded each tokenized sequence into numeric values, while also incorporating special 

tokens for padding (<pad>) and unknown words (<unk>). These sequences have been 

utilized to create PyTorch datasets for training and testing, which have been batched and 

padded for efficient processing. 
 

 

The model architecture involved a Bi-LSTM-based classifier, designed with an embedding 

layer to transform tokenized inputs into dense vectors, the next bi-directional LSTM layer, 

and finally fully connected outcome level to produce predictions across the five sentiment 

classes. The outcome dimension has been set to five to align with our sentiment 

categories. We have trained the model using a weighted cross-entropy loss, where weights 

have been assigned according to the class distribution to manage class imbalance. The 

optimizer chosen has been Adam (optim.Adam (model.parameters (), lr=1e-5)). 
 

 

The training process has involved monitoring both the training and validation losses over a 

maximum of 100 epochs, with early stopping activated after five epochs if no 

improvement in validation loss has been observed, to prevent overfitting. The training 

progression has shown a steady decrease in training loss, starting at 1.5176 in the first 

epoch and reaching 0.9029 by epoch 20. Similarly, the validation loss has reduced from an 

initial 1.4173 to 1.0427, at which point early stopping has been triggered. This training 

progression and performance measurement has been visualized in Figure 4.7 where we 

have observed convergence behavior of the training and validation losses across epochs. 
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Figure 4-7 Training and Validation Accuracy and Loss utilizing Bi-LSTM 

 

To analyze the model's performance, we employed numerous measures, including 

accuracy, precision, recall, and F1-score. The final results obtained from the evaluation of 

the Bi-LSTM model are as follows: 

 Accuracy: 81.30% 

 Precision: 76.50% 

 Recall: 75.26% 

 F1-score: 76.00% 

The model properly classifies the vast majority of the samples, as demonstrated by its 

accuracy of 81.30%. A precision of 76.50% reflects that most of the predicted positive 

instances have been actual positives, showcasing a relatively low rate of false positives. 

The model's 75.26% recall value indicates that it can successfully identify the majority of 

actual positive events. The model's F1-score of 76.00% shows the strong balance between 

recall and accuracy, suggesting that it operates consistently in sentiment classification 

tasks. 
 

These results validate the efficacy of the Bi-LSTM architecture for sentiment classification 

in the Amharic language. The performance underscores the ability of using deep learning 

techniques, like Bi-LSTMs, to enhance sentiment analysis for underrepresented languages, 

with further optimization offering even greater accuracy and robustness. 
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4.5.4 CNN for Amharic Sentiment Classification  

Convolutional Neural Network (CNN) architecture is what we used to analyze the 

sentiment of Facebook postings in Amharic, addressing the scarcity of research in low-

resource languages. The model featured several key components designed to capture 

linguistic features effectively. First, input indices have been converted into dense vector 

representation using an embedding layer, facilitating the learning of semantic relationships 

between words. This has been followed by a series of convolutional layers using varying 

filter sizes (2, 3, and 4) to capture essential n-gram features, enabling the model to learn 

local patterns in the data.  

 

A ReLU activation function has been linked with each convolutional layer to add non-

linearity and improve the model's capacity to recognize intricate patterns. In order to 

minimize the dimensionality of the feature maps and concentrate on the most prominent 

features while maintaining translation invariance, global max pooling has been used after 

convolution. For final classification into sentiment categories—strongly positive, positive, 

negative, strongly negative, and neutral—the pooled features have been concatenated and 

run through a fully connected layer. The model has been trained using a cross-entropy loss 

function, with class weights applied to address class imbalance, and optimized with the 

Adam optimizer for efficient convergence. Over-fitting has been avoided by using an early 

stopping mechanism that tracked validation loss and stopped training when no progress 

has been shown. 

 

We have monitored the training and validation losses over 40 epochs, implementing early 

stopping to avoid over fitting. The training loss has shown a rapid decrease, starting from 

approximately 0.0175 in the first epoch and steadily declining to close to 0.001 by epoch 

45. Similarly, the validation loss exhibited consistent improvement, starting from around 

0.0075 and stabilizing at approximately 0.0025 towards the end of training. This trend 

reflects a significant enhancement in model performance, as depicted in the training and 

validation loss plot (Figure 4.8). 
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Figure 4-8 Training and Validation Accuracy and Loss utilizing CNN 

 

The model's performance has been assessed using a number of measures, including F1-

score, recall, accuracy, and precision. Following the CNN model's examination, the 

following are the final findings: 

 Accuracy: 79.68% 

 Precision: 74.40% 

 Recall: 72.90% 

 F1-score: 74.30% 

 

The accuracy of 79.68% shows that the model properly classifies a significant majority of 

the samples. A precision of 74.40% demonstrates that most of the predicted positive 

instances are actual positives, reflecting a relatively low rate of false positives. The recall 

value of 72.90% shows the model identifies a large ration of the true positive instances. F1-

score of 74.30% highlights balanced trade-off among precision and recall, showcasing the 

model's ability to classify sentiment effectively. 
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4.6 Final Results 

The performance outcomes of all models used for the sentiment analysis of Facebook's 

Amharic datasets are shown in Table 4.2 below. 

 

Table 4-2 Results of Model 

4.7 Comparison 

Four deep learning approaches such as LSTM, Multilingual BERT, CNN, and Bi-LSTM 

have been evaluated for sentiment analysis on the Facebook Amharic corpus utilized metrics 

for accuracy, precision, recall, and F1-score, which are compiled in Table 4-2. 

 

The Multilingual BERT model has shown the highest outcome of the whole measurements, 

attaining an accuracy of 87.20%, precision of 0.796, recall of 0.7815, and F1-score of 

0.8143. This model's efficacy can be attributed to its pre-trained multilingual embedding, 

allowing it to capture intricate language patterns and semantic nuances specific to Amharic. 

The high recall and F1-score suggest that Multilingual BERT excels in retrieving relevant 

instances while maintaining precision, underscoring its strength in handling sentiment 

classification for Amharic text.  

 

For this evaluation, BERT has been trained for 8 epochs with a batch size of 4, constrained 

by computational resources. Despite these limitations, BERT achieved the highest 

performance among the models. It is anticipated that with more computational resources, 

allowing for larger batch sizes and additional epochs, BERT‘s performance could further 

improve. Even under limited resources, BERT outperformed LSTM, CNN, and Bi-LSTM 

Models  Accuracy Precision Recall F1-score 

LSTM 0.7712 0.76 0. 744  0.752 

Multilingual BERT 0.872  0.796 0.7815  0.8143 

CNN 0.7968 0.744 0.729 0.743 

Bi-LSTM 0.813 0.765 0.7526 0.76 
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models, highlighting the adaptability of its pre-trained multilingual embedding and attention 

mechanisms for the complexities of sentiment analysis of Amharic Language. 

 

The LSTM model has attained the outcome which are an accuracy ‗ 77.12%‘, precision 

‗76%‘ recall ‗74.4%‘, and F1-scores ‗75.2%‘ respectively. LSTM networks have been 

designed to retain sequential context through memory cells, which likely contributed to its 

moderate performance on this task. The improved recall indicates that LSTM successfully 

captured more relevant sentiment instances compared to CNN, contributing to a balanced 

F1-score. However, its overall accuracy remained lower than BERT due to limitations in 

capturing nuanced patterns within the data. 

 

The CNN model has reached the outcome of sentiment analysis as follows: mention an 

accuracy ‗79.68%‘, precision ‘74.4%‘, recall ‗72.9%‘, and F1-scores ‘74.3%' respectively. 

CNNs are typically effective at capturing local patterns within text data, but they may lack 

the sequential context retention seen in LSTMs, which likely influenced its performance. 

While its precision suggests strong classification of distinct sentiments, the slightly lower 

recall indicates challenges in capturing the full range of relevant sentiment instances, 

affecting the overall F1-score. 

 

The Bi-LSTM model attained the outcome of sentiment analysis as the following mentioned 

accuracy ‗81.30%‘, precision ‘76.5%‘, recall ‘75.26%, and F1-scores ‗76% respectively. Bi-

LSTMs benefit from capturing both past and future context within sequences, which may 

explain its slightly higher performance compared to LSTM and CNN models in this 

evaluation. However, while it outperformed CNN in accuracy and recall, its overall 

performance still lagged behind BERT, reflecting the challenges of achieving 

comprehensive language representation without leveraging pre-trained embedding. 

 

Multilingual BERT outperformed the LSTM, CNN, and Bi-LSTM models in Amharic 

sentiment analysis, exhibiting the highest competence in this dataset. This result underscores 

that BERT's multilingual pre-training and attention mechanisms are particularly 

advantageous for Amharic sentiment classification, providing a comprehensive language 

representation that exceeds the capabilities of the other models in this context. 
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Chapter Five 

5. Conclusion, Recommendation and Future Work  

When we have come to the final section, the study has been concluded on sentiment analysis 

using Amharic Language datasets from Facebook, with focus on applying deep learning 

techniques in a case study based on Ethiopian Broadcasting Corporation. The overall 

outcomes of the research have been summarized, and recommendations for future research 

directions are outlined. 

5.1 Conclusion 

This research sheds light on the unique complexities and challenges inherent in sentiment 

analysis of Amharic Facebook posts, focusing on the model of deep learning techniques. In 

particularly, we have evaluated the performance of four various models—LSTM, Bi-LSTM, 

fine-tuned Multilingual BERT, and CNN—each tailored for sentiment classification in 

Amharic, a low-resource language that presents specific challenges due to its rich 

morphology and complex sentence structures. 

 

The data preprocessing phase, essential for ensuring accurate analysis, has involved 

cleaning and normalizing text at the character level. This step has been crucial in addressing 

the discrepancies inherent in the Amharic script, where character variations and script-

related intricacies often hindered direct comparisons to Latin-based languages. After 

preprocessing, the data underwent vectorization and tokenization, preparing it for input into 

the models for effective sentiment analysis. 

 

To assess model performance, we have used four assessment measurements which are 

accuracy, precision, recall, and F1-score. The models have revealed notable performance 

disparities, with LSTM achieving 77.12% accuracy, CNN reaching 79.68%, Bi-LSTM 

performing slightly better at 81.3%, and Multilingual BERT yielding the highest accuracy of 

87.2%. These results underscore both the promise and limitations of various architectures 

for sentiment analysis in Amharic. 
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The LSTM model, while demonstrating reasonable accuracy (77.12%) and an F1-score of 

75.2%, exhibited balanced performance in precision and recall compared to earlier 

assessments. This improvement highlights its ability to better process Amharic‘s complex 

linguistic structure, although it still lags behind Bi-LSTM and Multilingual BERT in 

capturing nuanced patterns. The key findings of the research are summarized, and 

recommendations for future research directions are outlined. 

 

The CNN model performed slightly better, with an accuracy of 79.68% and an F1-score of 

74.3%. CNN‘s convolutional layers helped capture important local features, aiding in 

sentiment classification, though its recall has been still somewhat limited, suggesting a 

challenge in fully identifying all relevant sentiment instances. 

 

The Bi-LSTM model has an accuracy which 81.3% and F1-score, 76%, have leveraged 

bidirectional context for enhanced understanding, resulting in improved performance 

compared to both LSTM and CNN. However, despite this advantage, Bi-LSTM still has 

underperformed when compared to Multilingual BERT. 

 

The Multilingual BERT, as the top performer, achieved accuracy of 87.2% and F1-score of 

81.43%, showcasing its capacity to capture the nuanced linguistic features of Amharic. 

Despite being trained on limited resources (only 8 epochs with a batch size of 4), BERT's 

pre-trained multilingual embedding has enabled it to excel across all metrics, highlighting 

the power of transfer learning for sentiment analysis in low-resource languages. BERT‘s 

performance has been particularly notable in handling complex sentence structures and 

varied sentiment intensities, underscoring its potential in low-resource scenarios. 

 

To sum up, this work has offered insightful information on the prospects and difficulties in 

sentiment analysis for underrepresented languages, such as Amharic.  The evaluation 

affirms the potential of deep learning models, particularly Multilingual BERT, to advance 

sentiment classification, offering a pathway for more accurate sentiment analysis systems in 

low-resource languages. This research not only has demonstrated the feasibility of applying 

advanced deep learning techniques to Amharic sentiment analysis but also provides a 

foundational understanding for future improvements and innovations in sentiment analysis 

for low-resource languages in general.  
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5.2 Recommendations 

The following recommendations have been put out for practitioners, researchers, and 

stakeholders who targeting to enhance sentiment analysis for low-resource languages like 

Amharic accordance with the research's findings: 

 Adopt Pre-Trained Transformer Models: Practitioners should prioritize the 

utilization of transformer-based models which is Multilingual BERT for Amharic 

sentiment analysis, as these models demonstrate superior performance in capturing 

linguistic nuances and handling complex sentence structures. 

 Develop Larger and More Balanced Datasets: Stakeholders in academia and industry 

are encouraged to collaborate on the creation of larger, diverse, and balanced sentiment 

datasets for Amharic. This could involve crowdsourcing annotated datasets or 

incorporating data from diverse domains which are news, social networking, and 

reviews. 

 Invest in Computational Resources: Policymakers and research institutions should 

allocate resources to provide access to high-performance computing infrastructure, 

enabling researchers to fine-tune advanced models like BERT effectively. 

 Promote Interdisciplinary Collaboration: Linguists, computer scientists, and domain 

experts should collaborate to address the unique linguistic challenges of Amharic and 

other underrepresented languages. This includes standardizing preprocessing 

techniques and improving tokenization methods tailored to the script and morphology. 

 Integrate Hybrid Models: Practitioners might consider integrating CNNs, LSTMs, or 

Bi-LSTMs with transformer-based architectures to capture both local features and 

contextual information, potentially leading to more robust sentiment classification 

systems. 

By implementing these recommendations, stakeholders can advance the construct of the 

best accurate and reliable sentiment analysis model to Amharic and other low-resource 

languages, enabling broader applications in social media monitoring, market analysis, and 

public opinion studies. 



74 
  

5.3 Future Work 

It has already been built on the results of the proposed model; this research has highlighted 

several areas with potential for further advancements. The following directions suggest 

promising avenues for future investigation that extend beyond the scope of the current 

study: 

 Model Refinement and Optimization: Although the multilingual BERT model 

achieved the highest performance in this study, there remains room for improvement in 

capturing the unique linguistic nuances of Amharic and addressing class imbalances in 

the dataset. Future work could explore techniques such as fine-tuning on larger and 

more diverse datasets, and ensemble methods to improve the robustness and accuracy 

classification of sentiment. 

 Enhanced BERT Fine-Tuning with Greater Computational Resources: Future 

research could benefit from fine-tuning BERT with access to more advanced 

computational resources. This would allow for the training of larger, more complex 

models and facilitate deeper exploration of sentiment-specific nuances in Amharic text, 

potentially leading to enhanced model performance. 

 Expanding the Sentiment Corpus: the key limitations in this research have been the 

size of the sentimentally classified dataset. Creating larger, more diverse and well-

labeled sentiment datasets for Amharic could significantly enhance model performance 

and generalizability. More extensive datasets would also provide opportunities for 

better handling of the language's rich morphology and varied sentiment expressions. 

These future directions could pave the method for more accurate and effective sentiment 

analysis in low-resource languages like Amharic. 
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Appendixes   

 Sentiment Categories and Labeling Guidelines 

 

1. Strongly Positive: Sentences in this category express a high degree of positivity or 

enthusiasm, often with words that indicate extreme happiness or satisfaction. 

o Example Labeling: 

▪ Amharic: ይህንን  ምርት በፍጹም እ ወደዋለሁ! (English: "I absolutely 

love this product!") (Label: strongly_positive) 

▪ Amharic: የ ማይታመን  አ ፈጻ ጸም! (English: "Incredible performance!") 

(Label: strongly_positive) 

o Annotation Criteria: Look for emphatic terms like "በፍጹም" ("absolutely") or 

superlative expressions that intensify positive emotions. 

2. Positive: Sentences here express a favorable opinion, but with less intensity than 

strongly positive. They show satisfaction or approval in a moderate, non-extreme 

manner. 

o Example Labeling: 

▪ Amharic: በአ ገ ልግሎቱ ደስተኛ  ነ ኝ ።  (English: "I‘m happy with the 

service.") (Label: positive) 

▪ Amharic: ፊልሙ ጥሩ  ነ በር , ግን  አ ስደና ቂ  አ ል ነ በረም።  (English: "The 

movie was good, but not amazing.") (Label: positive) 

o Annotation Criteria: Identify phrases that indicate satisfaction or mild 

happiness, without high-intensity adverbs or strong endorsement. 

3. Neutral: Sentences in this category convey factual, objective statements without any 

emotional bias or reaction. 

o Example Labeling: 

▪ Amharic: የ ዛ ሬው የ አ የ ር  ሁኔ ታ ምንም አ ይልም።  (English: "The 

weather today is just fine.") (Label: neutral) 

▪ Amharic: ጥቅሉ ደር ሶኛል።  (English: "I received the package.") (Label: 

neutral) 
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o Annotation Criteria: Label sentences as neutral if they are purely factual or 

objective, without any words indicating emotional positivity or negativity. 

4. Negative: This category includes sentences that convey disapproval, dissatisfaction, or 

disappointment. The sentiment is negative but not extreme. 

o Example Labeling: 

▪ Amharic: ይህ  ምርት እ ንደጠበኩት አ ይደለም።  (English: "This product 

didn‘t meet my expectations.") (Label: negative) 

▪ Amharic: ዜናው አ ሰልቺ ነ በ ር ።  (English: "The news was boring.") 

(Label: negative) 

o Annotation Criteria: Negative sentences often contain mild criticisms or 

expressions of disappointment, without phrases indicating strong negativity. 

5. Strongly Negative: Sentences in this category express strong disapproval, anger, or 

intense dissatisfaction. 

o Example Labeling: 

▪ Amharic: ይህ  እ ስካሁን  ከገ ዛ ኋቸው ምርቶች  ሁሉ የ ከፋው ነ ው! (English: 

"This is the worst product I have ever bought!") (Label: 

strongly_negative) 

▪ Amharic: በፍፁም እጠላዋለሁ።  (English: "I absolutely hate it.") (Label: 

strongly_negative) 

o Annotation Criteria: Look for language that conveys extreme negativity, such 

as absolute disapproval or expressions of intense dissatisfaction. 
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